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Synopsis

The goal of Distributed Immersive Performance (DIP) is to allow musicians to collaborate
synchronously over distance.  Remote collaboration over the Internet poses many challenges
such as delayed auditory and visual feedback to the musicians and a reduced sense of presence of
the other musicians.  We are systematically studying the effects of performing under remote
conditions so as to guide the development of systems that will best enable remote musical
collaboration.

First, we present a narrative of our evolving distributed performance experiments leading up to
our current framework for the capture, recording and replay of high-resolution video, audio and
MIDI streams in an interactive collaborative performance environment.  Next, we discuss the
results of user-based experiments for determining the effects of, and a partial solution to, latency
in auditory feedback on performers’ satisfaction with the ease of creating a tight ensemble, a
musical interpretative and adaptation to the conditions.

Overview

The Distributed Immersive Performance (DIP) project explores one of the most challenging
goals of networked media technology: creating a seamless environment for remote and
synchronous musical collaboration.  Participants in the performance are situated at remote
locations, and the interaction occurs synchronously, as in ensemble playing rather than a
masterclass scenario.  One might ask:

• WHY create and study remote synchronous music collaboration environments?  (are we crazy?)
• WHO else has tried this?  (related work)
• WHAT have we done? (recent experiments)
• WHAT have we found? (latest results)
• HOW is this of relevance?  (impact for musicians)

                                                
1 Presenters at the panel session on “The Internet for Ensemble Performance?”  E-mail: {echew,
sawchuk}@usc.edu
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Is synchronous collaboration over the Internet plausible?

We argue that synchronous collaboration over the Internet is indeed possible in many cases.
Consider a trio distributed over distance on the North American continent as shown in Figure
1(a).  In the best of circumstances, when there is no network congestion and direct paths exist
between all locations, the travel time (at the speed of light) between the different locations are on
the order of tens of milliseconds as shown in Figure 1(a).  Consider the musicians in a large
orchestra as shown in Figure 1(b).  Sound travels at a considerably slower speed than light – 330
meters per second.  Figure 1(b) shows some typical time delays between the time a musician
makes a sound and the time his/her colleague hears the sound in a different section of the
orchestra.  Note that this delay is also in the order of tens of milliseconds.  There exists one main
difference between the scenarios depicted in Figures 1(a) and (b).  In the remote ensemble in
Figure 1(a), the visual cues from the conductor is delayed, while in the orchestral situation in
Figure 1(b), there is negligible visual delay between the conductor and the musicians.

   
Figure 1(a) Musicians connected by a network; 1(b) musicians on stage.

A viable remote collaboration environment for musical ensembles must minimize the audio and
video signal latency among the musicians.  Traffic on the Internet does not always flow at a
constant rate.  Hence, such a system must also ensure constant delay between the players.

Related work

Many other groups have proposed and implemented systems for remote musical ensembles.  One
of the earliest attempts took place in 1993 at the University of Southern California’s Information
Sciences Institute in the form of a distributed trio.  In 1998, a performance titled “Mélange a
trois” for three musicians connected by audio signal only between Warsaw, Helsinki and Oslo.
More recently, several experiments have originated from Stanford’s Center for Computer
Research in Music and Acoustics, including a Network Jam (with unsynchronized audio and
video) between Stanford and McGill Universities (2002), and an ensemble performance (audio
only) between California and Scandinavia.  In 2003, a remote performance took place between
UC Santa Barbara and Santa Barbara College, and in 2004, a network concert took place
between Berlin and Paris at the International Culture Heritage Informatics Meeting.



DISTRIBUTED IMMERSIVE PERFORMANCE

NASM 2004 3 / 9

Figure 2(a) USC DIP experiments and related work; 2(b) DIP timeline of experiments.

The Distributed Immersive Performance experiments at the Integrated Media Systems Center
have been taking place since late 2002.  Figure 2(a) shows the list of experiments in the context
of the related work mentioned in the previous paragraph.  Figure 2(b) shows further details of the
experiments in the context of related work on media streaming at USC.  Each experiment will be
described in greater detail below.

DIP v.1: Distributed duet (December 2002)

Our first remote duet experiment took place on the USC campus between two buildings, Powell
Hall (PHE) and the Electrical Engineering Building (EEB).  The players were Elaine Chew in
PHE on a piano keyboard with one-channel audio playback, and Wilson Hsieh in EEB playing
the viola with 10.2-channel Immersive audio technology developed by Kyriakakis and Holman.
The two locations were linked by low-latency multichannel audio streaming software created by
Papadopoulos and Sinha, and the actual audio delay between the two sites were controlled using
a Protools console.  The musicians played selections from Hindemith’s Sonata No.4and
Piazzolla’s Le Grand Tango; the controlled audio delay ranged from close to 0ms to over 300ms.

Figure 3 Members of the Aurelius Trio and conditions of first remote duet.
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What we learned from these initial sets of experiments was that the musicians’ latency tolerance
was dependent on (1) the tempo of, and types of onset synchronization required in, the piece;
and, (2) the timbre of the instrument.  For example, latency tolerance was higher for the languid
first movement of the Hindemith Sonata No.4 than for the final movement, which contains sharp
and sudden attacks.  For Le Grand Tango, the latency tolerance increased from 25ms to 100ms
when the keyboardist switched from the accordion to the piano sound.

After some calibration of the 10.2-channel audio at EEB to make the acoustics sound more
“natural”, like in a concert hall, the violist felt more at ease.  Finally, there was a distinct
difference in the perspective of the performance at the two sites.  To the violist the pianist was
almost always late, and to the pianist the violist was mostly late; this is because by the time it
takes an audio signal to travel from one site to the other, its arrival is later than intended.  This
perspective difference would require that future experiments record the experience at both sites.

Remote masterclass (January 2003)

In January of 2003, a remote masterclass took place between Powell Hall at USC and the New
World Symphony as documented in Figure 4.  This marked the first experiment combining audio
and video streaming.  The audio technology was Kyriakakis and Holman’s 10.2-channel
immersive audio.  We used off-the-shelf video software and hardware by Star Valley (MPEG2
codecs), which had large delays.  The teacher, Los Angeles Philharmonic cellist Ron Leonard,
remarked that he felt that the 10.2-channel immersive audio helped him feel that the “student was
really there.”  The life-sized image was also important in improving the sense of a shared space.
At one point, when the projector’s bulb was overheating and a small monitor took its place, the
teacher asked if the audio volume had been turned down.

Figure 4 Ron Leonard and New World Symphony student in remote masterclass.
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DIP v.1 – Duet with Audience (June 2003)

Our first distributed ensemble experiment with audio and video links took place in June of 2003
at the Integrated Media System’s National Science Foundation site visit.  The two musicians
were located in Ramo Hall and in Powell Hall.  Elaine Chew on piano in Ramo Hall had a
earphone and video monitor as shown in the top right of Figure 4. Dennis Thurmond on
accordion in Powell Hall was co-located with the audience with 10.2-channel immersive audio
and large screen NTSC resolution (TV resolution) image.

The video latency was on the order of 115ms one-way, and the audio latency approximately
15ms one-way.  Note that one has to consider the round-trip delay because the time from the
moment a note is sounded until the time the musician hears the response to that note is
essentially the roundtrip delay.  The musicians performed Piazzolla’s Le Grand Tango, which
had an overall tempo of 120 beats per minute.  The granularity of the events was mostly at the
16th-note level, meaning that the inter-onset-interval was around 125ms.  At this rate, even a
roundtrip delay of 60ms could be debilitating.

We learnt that the large video delay (230ms roundtrip) made it unusable as a source of cues for
synchronization.  The musicians relied on only the audio signal, which had a roundtrip delay of
under 50ms, for ensemble cues.  The musicians compensated for the delay by anticipating each
other‘s actions and scaling back on spontaneity to present a low risk performance.  Some artistic
licence was exercised to “make ends meet.”  Furthermore, co-location of the audience with one
musician caused an imbalance in the ensemble dynamics.  No matter what happened, performer
at the audience site, the accordionist at Powell Hall, had to make the final performance “work”
and was thus at the mercy of the pianist at Ramo Hall.

Figure 4 Distributed duet with Dennis Thurmond and Elaine Chew.
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DIP v.2 – Two-way base-line user studies (2004)

The objective of our next set of experiments is to measure and document qualitatively and
quantitatively the effects of delay and other variables on immersion, usability, and quality in the
Distributed Immersive Performance scenario.  For these experiments we enlisted the help of the
Tosheff Piano Duo (www.tosheffpianoduo.com), Vely Stoyanova and Ilia Tosheff.  Founded in
1997, the duo has gone on to win prizes at international competitions in Tokyo, Bulgaria, Italy,
Spain and the United States. They are the first pair of pianists to be admitted to the Thornton
School as a duo, and are pioneers in the school’s Protégé Program.

In our two-way baseline user studies, the two pianists were seated facing each other in the same
room as shown in Figure 6(b).  The audio and MIDI output from each keyboard and video from
three high-definition (HD) cameras were streamed to the HYDRA database developed by
Zimmermann et al.  Low-latency multi-channel audio streaming was made possible by
Papadopoulos and Sinha.  Audio delay was controlled from a Protools console.  Figure 6(a)
shows the equipment associated with each player, the database server and a hypothetical remote
audience.

Figure 6(a) DIP v.2 equipment specifications; 6(b) DIP v.2 data stream connections.

The Tosheff Duo was asked to play Poulenc’s Sonata for Piano Four-Hands on two keyboards.
The three movements of the sonata are the Prelude (tempo = 132bpm), the Rustique (tempo =
46bpm) and the Finale (tempo = 160bpm).  At the end of each performance of each movement,
the two pianists are asked the following questions:

• How would you rate the ease of ensemble playing?
• How would you rate the ease of creating a musical interpretation?

 
Figure 5 The Tosheff Piano Duo in concert (picture from www.tosheffpianoduo.com).
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• How would you rate the ease of adapting to this condition?

Each rating was performed on a scale of 1 to 7, with one being the easiest and 7 being the
hardest.  They are then debriefed and their observations recorded. Chew et al are currently
developing quantitative methods for measuring musical synchronization.  We summarize here
the players’ responses to the questions for the following experiments:

A: first time players perform under delayed conditions
B: player 1 and player 2 swap parts (symmetry test)
C: players practice to compensate for delay
D: players perform with both partner and self delayed

In experiment set A, the players perform under delayed conditions for the first time.  To
eliminate any possible player-based bias in the data, we also conducted experiment set B, where
the players swap parts.  In each experiment, the duo sat facing each other so that the visual delay
was essentially 0ms, and the audio delay was a randomly chosen number from the set {0ms,
10ms, 20ms, 30ms, 40ms, 50ms, 75ms, 100ms, 150ms}.  The face-to-face experimental setup is
shown in Figure 7 below.

Figure 7 The Tosheff Piano Duo face-to-face keyboard setup common to all experiments.

Figure 8 Audio latency tolerance in experiment sets A and B
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The overall result, depicted in Figure 8, showed that delays 50ms and under were generally
considered to be tolerable.  At 50ms, the musicians were conscious of the delay but were often
able to compensate.  Delay conditions at 75ms, 100ms and 150ms were increasingly difficult,
with 100ms being extremely difficult and 150ms almost impossible.

Because the delay tolerance threshold appeared to be around 50ms, our next two sets of
experiments focused on the region around 50ms.  In experiment set C, the duo was asked to
practice and strategize to compensate for the delay.  The players were generally frustrated with
the outcomes and with each other’s perceived inability to stay together.  At one point, they had
the opportunity to put on the other person’s headphones to better understand the different delay
situations at both ends.  After this experience, they asked to hear what it is the audience hears,
which meant that the audio signal from their own keyboard would be delayed in transmission to
their own headphones as well.  This request resulted in experiment set D, where each player
heard the audience’s perspective, that is, both their own and their partner’s playing delayed.
Scenario D is shown in Figure 9, a composit from the video streams captured during the
experiment.

Figure 9 The Tosheff Piano Duo in Experiment D (split screen view) with 50ms audio delay.

Figure 10 Audio latency tolerance in experiment sets C and D.
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The players were noticeably much happier in condition D than in condition C.  The overall
tolerance threshold, originally at around 50ms for condition C, were shifted to 65ms for
condition D (as shown in Figure 10).  The explanation for this can be found in Ilia’s statement
that when he is playing, he is not thinking about what his hands are doing.  He focuses on what it
is the audience hears, creates a mental image of what he wishes to portray and lets his hands do
the rest.  For a musician, hearing oneself delayed does not appear to be as difficult as hearing an
unsynchronized (or unsynchronizable) rendition of one’s own performance.  In fact, organists in
a large cathedral often have to cope with delayed sounds from their keystrokes.

Our preliminary results lead us to conclude that in remote collaborative performance where
network delay is unavoidable, players may be willing to tolerate and adjust to delayed feedback
of their own actions in order to achieve the experience of a common perspective.

What is the impact for musicians?

Ensemble performance over the Internet will promote new modes of musical communication.
By systematically studying the effects of network delay, we can better understand collaborative
performance.  Distributed ensemble playing is already a reality today.  The New York Times, on
October 5 of this year, reports that as the Broadway pit shrinks, some orchestra musicians are
sent to a room connected to the conductor only by a video link. By studying musicians’
preferences in remote collaboration, we can develop technologies that will alleviate any distress
associated with remote ensemble playing.
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