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ABSTRACT OF THESIS

OBTAINING �D SILHOUETTES AND SAMPLED SURFACES FROM SOLID

MODELS FOR USE IN COMPUTER VISION

Model�based object recognition algorithms identify modeled objects in a scene by

relating stored geometric models to features extracted from sensor data� This process can

be combinatorially explosive as the amount of information presented to the recognition

algorithm increases� This thesis presents a method for extracting only relevant features

from a stored three dimensional ��D	 model in an attempt to reduce the di
culty of the

recognition process� The development of the methods presented here were driven by the

needs of the Automatic Target Recognition �ATR	 algorithm being developed concurrently

at Colorado State University �CSU	�

The ATR algorithm locates an object using multi�sensor data by determining the

correspondence between a range �LADAR	 image� a color image� a thermal �FLIR	 image�

and a Computer Aided Design �CAD	 geometric model� The success of this process

depends in part on which features can be automatically extracted from the model database�

Since the models available for this process contain more detail than is needed by the ATR

algorithm� they must �rst be reduced to a more appropriate form�

From the reduced model� we can extract �D point�sampled surface information as

well as �D model silhouette features� These features are used by the ATR algorithm to

re�ne a pose estimate of the model relative to the sensors� The pose then provides a basis

for measuring the quality of the match between �D model features and sensor features�
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Chapter �

INTRODUCTION

�� Overview

Model�based object recognition algorithms identify modeled objects in a scene by re�

lating stored geometric models to features extracted from sensor data �Pop���� A common

goal of these techniques is to determine the position and orientation of the object relative

to the sensor� This task is accomplished by aligning a three dimensional ��D	 model of

the object relative to the observed sensor data� In this way� the accuracy of the match

between the object model and the sensor data can be compared� Accomplishing this task

requires that relevant and comparable information be extracted from both the sensor data

as well as the model database�

Proper choice of model representation is essential if features appropriate for matching

are to be e
ciently extracted from the model database� While the �eld of solid model�

ing has made numerous advances in both the representation of geometry and topologies

of solids in the last few decades� most geometric modeling schemes are still designed for

purposes other than automated recognition� These representations typically lack the in�

formation most needed by the automated recognition process �Bes���� The work presented

here focuses not only on the appropriate model representation to use for a speci�c model

based vision domain� but also how to extract relevant information from that representa�

tion�

The models used by our automatic target recognition �ATR	 process originate in the

Ballistic Research Laboratory � Computer Aided Design �BRL�CAD	 model format� The

BRL�CAD format is an excellent example of a mature modeling scheme in which extremely

detailed and complete information about a vehicle can be represented� However� due to the

implicit nature of its Constructive Solid Geometry �CSG	 format� explicit �D vertex� edge�



and face information is not directly available� Therefore� extracting feature information

from a CSG model can be computationally expensive� What we need is a model format

which allows easy extraction of �D face and edge information and as well as e
cient

removal of irrelevant features� For our application we have chosen to use a boundary

representation which allows for easy retrieval of the information we deem comparable to

our sensor data�

The sensor data used by the ATR algorithm consists of two types of optical data

�Color and Thermal �FLIR		� and range imagery �LADAR	� Figure ��� shows enlarged

portions of data from the three sensor types juxtaposed with a high resolution BRL�CAD

model� This simple example shows how little of the information present in the BRL�CAD

model is evident in the sensor data� The model resolution is much higher than it needs

to be for matching to data of this form� Moreover� this needless detail will serve to make

the recognition process a more di
cult task� not and easier one�

Model matching is a combinatorially explosive problem �Bev���� The naive approach

to model matching would be to determine a match error between all possible combinations

of model and data features� and then choose the smallest error set as the optimal object

match� However in a system where only �� model features are being compared against ��

data features� there exist ��� possible combinations� Being able to reduce the number of

data features to only � would reduce cut the correspondence space in half ���	� Therefore

picking the appropriate model features for matching can greatly simplify the problem�

A better approach is to extract only relevant features from the model for a hypoth�

esized viewpoint and compare only those features to the sensor information� Varying the

viewpoint slightly will change the set of visible model features� and a new match error

can be calculated� As the new error is determined� its relation to previously determined

errors can be observed� A matching system can use this information to predict another

viewpoint which may have an even lower match error� By guiding the changes in view�

point in the direction of the minimal error� a matching system can converge to a solution

in an acceptable amount of time� The utility of this approach is highly dependent on the

features extracted from the model database� The work presented here focuses on how to





aLADAR Image bLADAR � Vehicle Only

cA BRL�CAD Model

dEnlarged Color Image eEnlarged FLIR Image

Figure ���� Sensors and Corresponding Model of a M��� �See Color Plate �	
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extract model features which are directly comparable to the information present in the

sensor images�

�� System Overview

A multi�tiered system to handle the various phases of the model conversion pro�

cess� and its use by the ATR algorithm� has been developed� The models begin in the

BRL�CAD format� Within the native BRL�CAD environment� a user can reduce the

level of model complexity� The results of this process are then fed into the conversion

algorithm� Automating this process is fairly complicated since it requires examining how

each piece of the model relates to the overall model shape and appearance� In order to

expedite our production of reduced models for use in ATR� most of the reduction e�ort

lies in the hands of the user� However� some automated reduction occurs within the next

phase of the system which converts these user�reduced models from CSG to a polyhedral

representation�

The new polyhedral model is then stored in a database which is accessed directly by

two di�erent applications� The �rst is the model feature extraction module which generates

relevant model features for a requested viewpoint� and provides that information to the

ATR algorithm� The second application is called RangeView� which is a visualization and

veri�cation tool which allows the quality of the ATR results to be manually assessed� A

graphical depiction of the process overview is shown in Figure ���

�� Thesis Overview

This thesis is broken down into eight distinct chapters� The main contribution of

this work is the model conversion and extraction phases presented in Chapters � and ��

However� before delving into these methods it is essential to understand the ATR process�

Because the ATR algorithm is the driving force behind this work� Chapter  is presented

in order provide a motivation for which features need to be extracted from the model and

why�

Chapter � presents a tool� known as RangeView� designed to visualize the ATR results�

This tool was the precursor to the methods developed in this thesis� Several of the images

�
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Figure ��� Overview of Entire Process

in this thesis were also generated using this tool� and the discussion centers around how

to visualize all of the di�erent sensors simultaneously� Chapter � takes a closer look at the

sensor data and provides a detailed description of the level of detail present in our imagery�

This chapter is essential for understanding how the model features relate to the sensor

data� and the level of detail required in the model database� Chapters � and � present the

actual model conversion and use� The �nal two chapters present future directions of this

research and conclusions�

�



Chapter �

THE AUTOMATIC TARGET RECOGNITION ALGORITHM

�� Overview

The ATR algorithm is the driving force behind the development of the algorithms

for extracting �D features from the CAD models� While the ATR work is not the direct

focus of this thesis� understanding this broader project is essential to understanding the

context for the model feature extraction work which is the main contribution of this

thesis� This chapter will review the general the goals of ATR algorithms� as well as the

fundamental problems associated with working in this domain� Justi�cation for many of

the assumptions used in developing the model extraction routines are also discussed here�

The ATR system being developed at Colorado State University will attempt to locate

military vehicles using input data from several di�erent sensors� The project is a part of the

Reconnaissance� Surveillance� and Target Acquisition �RSTA	 software for the Advanced

Research Projects Agency �ARPA	 Unmanned Ground Vehicle �UGV	� The data set used

in the development of the algorithms was obtained in November of ���� at Fort Carson�

Colorado �BPY���� Data from three sensor types was collected� color imagery� thermal

�FLIR	 imagery� and range �LADAR	 information� Our main goal is to �rst determine if a

vehicle is present in this imagery and second� if a vehicle is present� determine its optimal

pose� An detailed overview of the entire process can be found in �BHP��� BHP���� and is

reviewed below�

To accomplish this task� the ATR algorithm uses a three stage strategy �BHP����

First� a detection process suggests regions of interest within the image worth further

consideration as possible targets� An innovation at this stage� being developed at the

University of Massachusetts� is the use of color as an additional detection cue �BDHR����



The second stage� being developed by Alliant Tech Systems� extends LADAR probing

techniques �BJLP�� to generate target type and target pose hypotheses� Finally� given

object type and pose hypotheses� an error reduction approach will generate a best��t

match between the sensor and model features �SB���� The �nal phase� being developed at

CSU� is referred to as Co�Registration and is discussed in the Section ��� Figure �� shows

the three phases of the ATR work� as well as which institution is leading the development

e�ort�

Multi-Sensor

Data

Phase II: Hypothesis Generation

Alliant Tech Systems

Phase I: Detection

University of Massachusettes

Phase III: Co-Registration

Colorado State University

Optimal Feature Correspondence

an Object Pose

Figure ��� The Three Stage ATR Algorithm

�� Phase I� Color Detection

Phase I of our target detection system uses a learning algorithm to determine which

colors in imagery are representative of military vehicles� The multi�variate decision tree

algorithm is trained on a set of images which have had each pixel labelled as represent�

ing either vehicle or not vehicle� The image training set consists of vehicles of similar

camou�age� and model as those to be detected� The images are also for the same type

of terrain with similar types of vegetation� The learning algorithm identi�es which colors

are consistent with military vehicles� and uses this information to �nd regions of interest

�



in an image� Using photographic quality color imagery collected at Fort Carson �BPY����

it has detected ��� out �� targets with �� false positives� Figure � shows a color image

along with the corresponding region of interest found by the color detection algorithm�

This system can also generalize its �ndings to di�erent types of weather and times of day�

In parallel� a thermal detection algorithm developed by Lockheed�Martin� looks for

vehicles in the FLIR data� By studying thermal signatures of the military vehicles� it is

possible to predict how they will appear in the FLIR image� This FLIR detection algo�

rithm� along with the Color detection algorithm are performing fused Color and FLIR

target detection on the Lockheed�Martin Unmanned Ground Vehicle� Combining these

two techniques reduces the number of false positives decreases� and provides a more accu�

rate initial detection�

a Full Image ���x���	 b Region Of Interest Found

Figure �� Color Detection � M��� APC �nov����c	 �See Color Plate 	

a Successful Probe b Failed Probe

Figure ��� LADAR Probe of M��� �See Color Plate �	

�� Phase II� Hypothesis Generation

Phase II takes the initial detection provided by Phase I� and examines corresponding

positions in the LADAR data to determine several possible pose estimates for di�erent

�



vehicle types� This process� known as hypothesis generation� provides Co�Registration

with a set of possible vehicle models to use for matching in the imagery� as well as a set

of vehicle pose estimates�

Many model�based vision systems assume the object being sought in the scene is

known before the process begins �Bes���� Phase II makes no assumptions other than that

knowledge about the vehicle must be present somewhere in its database� Using a template

probing technique� and the database of various vehicle templates� the most likely set of

vehicles present in the image can be determined� Once the probing is complete� an initial

pose estimate can be obtained �GJSL����

The entire process uses a probing technique in which D pre�computed templates

are matched against the data� Figure �� shows a sample LADAR image with a vehicle

template being applied� At uniform positions along the template� a probe is applied to

either side� The green circles in Figure �� represent successful probes to either side of the

template� and red represents failure� Using a guided search of the database� based on the

results of the current template probe� the best template for the scene can be determined�

The template of the best match provides both the identi�cation and initial pose hypothesis

which is passed to Phase III of the ATR process�

�� Phase III� Co�Registration

Co�Registration has two distinct goals� the �rst is to determine the transformation

needed to register the information in the various sensor images� and the second is to

�nd a transformation to position the model in the scene� Figure �� shows an example

of the Co�Registration algorithm operating with a vehicle model� a LADAR image� and

a color image� The model is shown with a poor initial estimate� and placed far above

its correct position� The color imagery is shown texture mapped onto the range data ��

Notice the depth values corresponding to the terrain are painted blue� or sky color� As the

process begins� Co�Registration brings the model into the correct position and corrects

the registration in sensor imagery�

�This technique is a component of the RangeView visualization tool discussed in Chapter �

�



a Initial Position b Co�Registration result

Figure ��� A Co�Registration Example �See Color Plate �	

The three main sensors are nearly bore�sighted� but the alignment is not perfect and

can vary slightly� Thus a slight mis�registration between sensor images may exist� Figure

��a shows the three di�erent sensors nearly bore�sighted with a similar focal point in the

direction of a target�

LADAR FLIRColor

~5’’ ~6’’

Targets

Anywhere from 50-150m Model

Optical Range

m,oF = {R1, T}

o,rF

m,rF = {R2, T}

= {R3, T}

a Sensor Array b Sensor Transforms

Figure ��� Sensor Relationships

Transformation matrices exist which allow placement of the model in the di�erent

sensor coordinate systems� Considering both the color and FLIR imagery as optical im�

agery� the existing set of transformations looks something like Figure ��b� The sensors in

our data collection were �rmly mounted a �xed distance apart� and therefore the transfor�

mation between them is known and considered �xed� However� the sensors are subject to

��



slight torsion rotations over time �See Figure ��	� Therefore� slight inaccuracies exist in

the rotation matrix which map between the optical and range imagery� The reconciliation�

sometimes referred to as alignment� will register the di�erent sensor images with respect

to one another�

If two of the transformations in the loop �Figure ��b	 are known� the the third link

can be solved for automatically �i�e Fm�r � Fm�o Fo�r	� We have chosen to focus on de�

termining the transformation between the model and the range imagery� Fm�r� Assuming

Fo�r is perfectly known� this in turn allows the determination of the model to optical

transformation� Fm�o� Therefore the transformations to and from the model coordinate

systems �Fm�r� F
��
m�r� Fm�o� F

��
m�o	 can constrain the relationships between the optical and

range sensors so the Fm�o and F��
m�o can easily be determined�

Independent

Rotation

Fixed

Translation

Optical

Range

Figure ��� Fixed Translation of Sensors� Slight Rotations

The Co�Registration process begins with the initial position hypothesis determined

from the D range template matching of Phase II� Model features are then extracted from

a model database and used in an eight degree of freedom error reduction to determine the

ideal transformations �SB���� Two sets of model features need to be matched to the sensor

data� one set for the �D range data� and one for the D optical imagery� Algorithms to

extract both pieces have been developed and will be presented in Chapter �� The next

section discusses why these two features were chosen� Chapter � presents several data

triplets �Color� FLIR and LADAR	� and further discusses the sensor characteristics�

��



��� �D Silhouette

The vehicles being sought in the optical sensor data span only a small number of

pixels in relation to the size of the overall image� A cursory estimate places the number

of optical pixels on target at roughly two percent of the total number of image pixels

present� The coarse level of information present raises two important issues� how much

information is present� and how much can automatically be extracted� The answer to the

�rst question de�nes the information available to work with� and the second de�nes the

subset of usable information�

Since most of the detail from the optical sensor is coarse� we need to determine

the most stable optical data features to use in the matching process� Military vehicles

typically blend in well with their surroundings� However� vehicle camou�age can not

perfectly match all possible backgrounds� The mostly likely place the camou�age will

break down in the optical imagery is on the boundary between the vehicle and boundary

pixels� This boundary is referred to as the vehicle silhouette� Figure �� shows a color

image with the model silhouette rendered with red lines� It is important to note the red

lines represent the �D model silhouette� rendered onto a D image� The �D line endpoints

are still known� A full discussion of the generation of the silhouette appears in Chapter ��

By extracting only the silhouette of the object from both the optical imagery and

the model database� internal �within the boundary	 vehicle information is lost� In some

cases� loss of internal structure is regrettable� since some internal features are typically

visible and distinctive� However� choice of the silhouette may be thought of as a �rst�

rough heuristic for determining what features are likely to be visible� A better but more

involved approach would be to use lighting model and shape analysis to better predict

visibility� Future work will pursue this line of reasoning�

Figure �� shows several views of a model silhouette� generated by the algorithm

presented in Chapter �� The images show the silhouette lines �in red	 from a variety of

viewpoints� The lines in blue were initially believed to be on the silhouette� but were

discarded by later processing� The silhouette was generated for the model orientation

shown in Figure ��e� and corresponds to the orientation for the image shown in Figure

���

�



Figure ��� Model Silhouette Shown with Color Image �See Color Plate �	

��� �D Sampled Surface

The range sensor data provides a key piece of information about the scene not oth�

erwise attainable in a D optical image� depth� Thus the �D nature of the range data

requires di�erent features be extract from the model than were needed for the optical im�

agery �i�e� silhouette features	� Since the range image contains a set of �D points sampled

from the vehicle� the most comparable model representation is a similar sampling of �D

points� Thus� we need to extract a similar set of sampled surface points from the model

for matching� A ray casting algorithm is used to mimic the LADAR sensor and produce

a range image similar to the actual sensor� The corresponding features from the data will

be extracted based on the region of interest determined by Phase II of the ATR algorithm�

By using outlier detection� points in the range image which do not have a corresponding

point from the model will be eliminated�

A LADAR sensor image is shown in Figure ��a� A M��� Armored Personnel Carrier

�APC	 model has been rendered with the data in Figures ��a and ��b � in an e�ort

�Some points may be obscured by the model
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a Az� ��� El� �� b Az� � El� �� c Az� �� El� ��

d Az� ��� El� � e Az� � El� � f Az� �� El� �

g Az� ��� El� �� h Az� � El� �� i Az� �� El� ��

Figure ��� Silhouette from Various Angles �See Color Plate �	
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a LADAR Image

b LADAR with Model c LADAR with Model

Figure ��� LADAR Imagery �See Color Plate �	
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to show the relationship between the �D range data and the model� The results of the

technique for extracting the sampled surface from the model as described in Chapter � are

shown in Figure ���� The same surface is shown from a variety of viewing orientations�

with the correct viewing orientation �similar to that of Figures ��a� ��b and ��c	 shown

in Figure ���e� The coloring of the range pixels is based on the color of the face which

generated the pixel ��

a Az� ��� El� � b Az� ��� El� � c Az� �� El� �

d Az� ��� El� � e Az� ��� El� � f Az� �� El� �

g Az� ��� El� �� h Az� ��� El� �� i Az� �� El� ��

Figure ���� Sampled Surface from Various Angles �See Color Plate �	

�See Chapter � for further details
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Chapter �

RANGEVIEW� VISUALIZATION AND VERIFICATION OF

MULTI�SENSOR OBJECT RECOGNITION

�� Overview

RangeView was the precursor to the system developed for this thesis� RangeView

is a tool which allows both the visualization and veri�cation of the results of the Co�

Registration process� The tool allowed for the hand selection of features from both the

model and sensor imagery for use in the matching process� Once the tool was built

it became obvious further work was needed to automate the model feature extraction

process� Even though the extraction portion of this tool is obsolete� it did provide the

foundation for the work presented here� Even though the veri�cation portion of RangeView

is obsolete� it does contain a more powerful visualization engine than the tools developed

for this thesis�

�� RangeView� A Tool for Multi�Sensor Visualization

After the initial data collection in November ����� it became obvious that there did

not exist a standard tool for visualizing data range� color and IR data simultaneously�

Furthermore� we lacked a tool for visualizing the ATR process� Since veri�cation of fea�

tures and objects recognized from multiple sensors is a non�trivial task �AN���� we needed

to develop a tool which would allow us to visualize the relationships between the various

sensors� and how they related to our �D models� With these goals in mind we developed

a system known as RangeView �GBSF��� GBSF����

Previous systems�RTKM��� VDL��� locate the �D target in a range image� and then

render the model into a D scene along with the data� A D image neither allows a



complete understanding of how well the target has been located� nor provides a detailed

understanding of how the �D range and model features relate� With our veri�cation

system� the �D model and sensor data can be interactively examined to assess the quality of

the match� We have found the ability to arbitrarily change viewing parameters invaluable

in the development of our Co�Registration and object recognition algorithms�

�� RangeView Environment

Our visualization environment� RangeView� combines range imagery� color imagery�

thermal �infrared	 imagery� and the converted BRL�CAD models of objects being recog�

nized� Several control panels are present which allow the user to view D images of both

optical sensors� The user has the ability to zoom� crop� and pan in each of the FLIR and

Color viewers� The range viewer is the main viewer which allows the separate images to be

viewed simultaneously� This viewer also allows the user to interactively view the data and

the reduced BRL�CAD model� A set of rotation and translation tools allows the model

to be interactively moved through the scene� The user also has the ability to manually

register each of the various sensor images by selecting corresponding points in each image�

Shown below in Figure ��� is an image of the RangeView screen as well as a key for the

di�erent viewers in Figure �� ��

In order to visualize multiple sensor data three dimensionally� we begin with the

range imagery rendered as a set of �D polygons� the optical imagery is then mapped onto

these �D polygons� By using the optical imagery as a sort of �D texture map� the resulting

registration output from the vision system can be visualized� Instead of viewing the image

with color assigned by depth� the image is viewed with the color as coming from either

optical sensor� Figure ���b shows the range image with the corresponding color image

mapped on to it� Figure ���b shows the same image with the FLIR mapped on top� The

RangeView visualization environment was used to generate many of the images presented

in this thesis�

�These windows may be placed independently on the screen� and the key is only present to aid in
identifying the windows for this particular layout

��



Figure ���� The RangeView Screen �See Color Plate �	
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Figure ��� Key to understanding the RangeView Screen
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a Color and Range b Thermal and Range

Figure ���� Optical Imagery Texture Mapped onto �D Range Data �See Color Plate ��	
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Chapter �

SENSOR DATA

�� Overview

The purpose of this chapter is to gain a more through understanding of the function�

ality of each sensor type and how they interrelate� Since the sensor information drives

all stages of the model reduction and feature extraction algorithms� it is imperative to

understand how each image type relates to the CAD model�

The data set used in the testing of the algorithms developed at Colorado State Uni�

versity was collected in November of ���� at Fort Carson� Colorado �BPY���� The Multi�

sensor ATR approach taken is desirable because each sensor has its own unique charac�

teristics� By integrating the three sensor types a more stable� robust matching system is

expected�

�� Sensor Comparison

The FLIR sensor is a thermal sensor which is excellent at locating objects based on

their external temperature� The current sensor uses the lower ��� micron bands� At the

higher ��� micron thermal bands� only emitted thermal energy is sensed� However at

the ��� micron range� emitted energy combines with re�ected thermal energy� Thus the

e�ects of solar loading �heat gain due to sunlight	 and solar re�ectance tend to reduce the

e�ectiveness of the FLIR sensor during the daytime�

The color sensor is a good complement to the FLIR sensor because it is most e�ective

during the day time� While the FLIR is less e�ective during the day� the color sensor

performs best during this time� Conversely the color sensor is worthless at night� whereas



the FLIR sensor can be used to accurately locate a vehicle without the interference of

solar re�ectance�

The LADAR works equally well at all times� night or day� and it provides a comparison

or re�nement that could not otherwise be had with only one sensor� The key advantage

of the LADAR sensor� as with any range imagery� is it provides a direct measure of �D

geometry� LADAR also has the unique ability to account for occlusion� In a D image

it is very di
cult to determine how vehicle information is lost due to occlusion �either to

self occlusion or obstacles in the terrain� or even the terrain itself	� However� the LADAR

image will show what are believed to be occluded features as large changes in depth� Thus

using the multi�sensor approach will allow the recognition algorithm to explain missing

features in the optical imagery when LADAR indicates the vehicle is being occluded�

�� Image Groups

The three example image sets which will be referred to in both Chapters � and � are

shown in Figures ���� ��� and ���� The three di�erent sensor images are grouped together

in each �gure to allow an easier comparison of the information each sensor provides� The

image sets have also been given a subjective di
culty rating where group�� is considered

easy� group� medium di
culty� and group�� hard� This rating was assigned based on the

number of pixels representing the vehicle� the lighting� and orientation of the vehicle� The

three sets span the range of di
culty present throughout the entire data set�

�� Three Dimensional Range Images � LADAR

��� Sensor Characteristics

The Fort Carson data collection incorporated a laser ranging sensor known as

LADAR� The LADAR sensor scans a scene in a series of parallel vertical strips� gen�

erating a rectangular array of range values with � bit resolution� The �eld of view of the

current LADAR system is approximately ��� horizontally and �� vertically� The maxi�

mum range of depth values is approximately ���m� The sensor used was approximately

six years old and provides a one foot per pixel on target sample resolution at ���m�





a Azimuth� ������ Elevation� ���� b Azimuth� ������ Elevation� �����

c� Straight ahead LADAR Image

d Full Color Image ���x���	 e Corresponding Enlargement

f Full FLIR Image ���x��	 g Corresponding Enlargement

Figure ���� Imagery Group Number � of M��� APC �See Color Plate ��	
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a Azimuth� ������ Elevation� ���� b Azimuth� ������ Elevation� �����

c Straight ahead LADAR Image

d Full Color Image ���x���	 e Corresponding Enlargement

f Full FLIR Image ���x��	 g Corresponding Enlargement

Figure ��� Imagery Group Number  of M��� APC �See Color Plate �	
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a Azimuth� ������ Elevation� ���� b Azimuth� ������ Elevation� �����

c Straight ahead LADAR Images

d Full Color Image ���x���	 e Corresponding Enlargement

f Full FLIR Image ���x��	 g Corresponding Enlargement

Figure ���� Imagery Group Number � of M��� APC �See Color Plate ��	
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This LADAR sensor does not accurately re�ect the current state of technology in

the laser�ranging �eld� The RSTA project is in the process of acquiring a new LADAR

device� called the Schwartz LADAR� which is more sensitive� and provides a ���m per pixel

on�target sample resolution at � km� With this device� developed by SEO inc�� there will

be similar number of pixels on target to the device used in Fort Carson Data collection�

but at ����� m rather than ���m� The other sensors will also be a�ected by the change

in distance�

Several range images are shown in Figures ���c� ��c and ���c� The images in each �g�

ure represents a �straight�ahead� look� and the two images above represent slight changes

in elevation in order to gain a better understanding of the data� All the images were

generated from within RangeView� The images are all of the same vehicle type but from

di�erent orientations and positions�

These images highlight the �D information LADAR provides� Note the level of detail

present� The �rst image group contains many pixels on target because the vehicle was very

close to the sensor ���m	� The image provides an excellent example of the characteristics

of the sensor� but can be misleading because the vehicle is so close� In the ATR domain�

such high resolution is not realistic and therefore the second and third image sets are more

representative� However� in the second image set there is very little information about the

target� since most of the samples are planar �equidistant from the sensor	� In the third

image� the appearance of the vehicle is almost indistinguishable from the appearance of a

tree or large boulder in the data�

These very di�erent image sets were used to estimate the level of detail that was

needed by the feature extraction and model reduction algorithms� Figure ���c� contains

many vehicle pixels� whereas Figure ���c does not� The model used for matching must

meet the level of detail required by all three images� These images were therefore used to

guide the reduction phase discussed in Chapter ��

��� Calibration

The exact geometric properties of the LADAR sensor must be known if the sampled

surface technique presented in Chapter � is to match the actual sensor� Therefore� this

�



section records this information for the LADAR used at the Fort Carson data collection

�BPY���� A LADAR device consists of a set of vertically aligned sensor units which read

the return result of a laser beam for a given direction� Each vertical sensor unit �res a

beam which bounces o� a mirror and into the scene� and as the mirror is swept left to

right� an array of return depths can be created�

The LADAR used in the data collection was calibrated prior to shipping to Fort

Carson� In order to �eld calibrate the LADAR device� two di�erent tests were performed�

the �rst involved aiming the sensor at a telephone pole �for vertical �eld�of�view �FOV	

calibration	� and the second aimed the sensor at a set of railroad tracks �for horizontal

FOV	�

The �rst calibration test is based on the geometry shown in Figure ���a� The Figure

shows each of the vertical sensor units labelled with a number� Sensor � is the lowest unit

in the array� and Sensor �� was the sensor to return the correct distance to the telephone

pole� Assuming the laser range is known to be ��� Ft� and the vertical distance between

the sampled points is known to be ��� Ft� we can calculate the vertical �eld of view based

on the following equation�

Vfov � tan���
R

�D	�NumSensorUnits	
	 ����	

where D represents range to target� R the vertical distance between samples� and

NumSensorUnits � CorrectDistanceSensorUnit � LowestSensorUnit � �� � � � ��

Using this equation we can obtain the measured result of ���mRad� Based on the ac�

tual sensor characteristics a value of ����mRad was predicted� which produces a range

accuracy of � percent ��

The second calibration test was based on the geometry shown in Figure ���b� and

was used to determine the horizontal FOV� The Figure shows the response of the top

vertical sensor unit as the mirror is swept across the scene� Again the �rst unit�s response

�Accuracy is measured as �Predicted�Actual
Predicted

�
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Figure ���� Calibration Geometry for LADAR Device

was recorded as well as the �rst sensor unit to return the correct distance to the railroad

tracks� The horizontal spacing between sampled points was determined to be � Ft� and

the distance to the railroad tracks was ��� Ft� A modi�ed version of the vertical FOV

equation can be used to determine the horizontal FOV� A similar relative error of � percent

was also determined for Hfov�

�	 Color Images � �	 mm

�	� Sensor Characteristics

The color imagery was obtained with a standard ��mm camera� The images were

digitized to a Kodak Photo Compact Disk� The process produced high quality scene

images� The images have a dimension of ��x��� pixels� and are stored in the ti� ��bit

image �le format�

The Color images corresponding to the LADAR images shown in Figures ���c� ��c�

and ���c are shown in Figures ���d� ��d� and ���d� Again� it is important to notice the

level of detail present in each image set� The color images in Figure ���d� have excellent

on target pixel resolution� but Figures ��d and ���d do not� It should also be noted

that while both vehicles blend in with their surroundings� there does exist a silhouette

boundary between vehicle and non�vehicle pixels� The silhouette from the reduced model

can be extracted at the level of detail present in both Figures ���d and ��d�
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�	� Calibration

Images of a geometric test pattern were shot each day at Fort Carson� From these

images it is possible to derived the focal length� image center� horizontal and vertical

�eld of view� A full discussion of the calibration algorithm is presented in �BHP��� and

summarized below�

Three images are taken of the color test chart� the Macbeth Checker Board� each at

di�erent distances from the sensor� A set of points is then extracted from each of the three

images� and determines the actual �D coordinate which corresponds to that pixel� Both

the D corresponding points and the actual �D points are fed into the equations derived

in �BHP���� in order to determine the actual sensor parameters�

�� Forward Looking Infrared Images � FLIR

��� Sensor Characteristics

The FLIR sensor is an amber FLIR in the � to � micron range� It is considered a high�

end �rst generation FLIR device and produces � bit values representing a heat intensity

image� The quality of output is excellent compared to most �rst generation FLIR sensors�

The �nal images that make the multi�sensor group are shown in Figure ���f� ��f� and ��f�

As with the color optical sensor� the silhouette boundary is the most stable image feature

that is clearly de�nable�

��� Calibration

The optical focal length etc�� of the Amber FLIR can be calibrated using the same

geometric test pattern which used to calibrate the color video and ��mm cameras� A

calibrated thermal source was also available to provide thermal calibration for the FLIR

at Fort Carson�
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Chapter 	

CONVERTING CSG TO POLYHEDRA

	� Overview

According to Snyder �Sny��� polyhedral objects are a useful representation of any

type of object that can be bounded by a set of planar faces� Snyder states the two advan�

tages of this type of model are� the ease in which they can be rendered on modern graphics

hardware� and the ability to analyze their shape� These two features are important to both

our visualization tools �RangeView	� and the ATR algorithm �Co�Registration	� There are

two main problems which need to be solved in order for the current BRL�CAD models to

be used by our ATR algorithm� the �rst is the level of detail present� and the second is

the model representation�

The BRL�CAD models were chosen for our use because they contain the most ac�

curate representation of the vehicles for which we have sensor data� However� with their

accuracy comes an abundance of information and detail which is below the resolution of

the sensor data� The detail in BRL�CAD models is important for structural and vulner�

ability analysis� which is the primary use of these type of models �Fre���� However� the

models are not meant to re�ect all vehicles which could possibly be visible in a scene�

Military vehicles are often worn and damaged from heavy use� and speci�c features and

details in the high resolution models may not be present on an actual vehicle� For recog�

nition� what is needed is a model which represents the most generic features of the type

of vehicle being sought �SWF��� FH����

Figure ���a is an example of a detailed M��� APC CSG model� Note the level of

detail exceeds that of the various sensor images shown in Chapter �� The reduction of the

model to a the level of detail shown in Figure ���b� provides the more general M��� APC



shape without the features� such as the headlights and hatches� which are di
cult to �nd

in the data and hence unreliable�

a BRL�CAD Model b Reduced Model

Figure ���� M��� APC Model

The second problem associated with the BRL�CAD models for our application is

the CSG format in which the models originate� The implicit CSG representation of the

BRL�CAD models does not lend itself well to readily extracting �D face and edge infor�

mation� Converting the models from their initial CSG to polyhedral form yields models in

which face and edge information is explicit� The new representation can be readily used

to extract the information needed for the ATR algorithm�

	� Explicit Versus Implicit Model Representations

The motivation for converting the CSG to polyhedra is based on the need for a model

representation in which the information needed is explicitly represented� For matching

to object silhouettes in optical data� the relevant model representation needs to have �D

edge segments readily available� For the range data� �D face information needs to be

represented� Since CSG representations consist of a set of primitive structures to which

boolean operations are applied� signi�cant computation is needed before edge and face

information can be readily extracted�

CSG is usually represented as a tree structure where each node represents an object

created by applying a set operation to its children� The leaf nodes� or nodes with no

��



children� are considered the primitives of the modeling system� An example of such a

graph can be seen in Figure ��a� The conversion algorithm essentially replaces the entire

tree with a set of polygonal faces that approximate the object� The resulting polyhedral

object for Figure ��a is shown in Figure ��b�
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a CSG Tree b Polyhedral model

Figure ��� Intersection of Two Cubes

Since model matching can be computationally expensive� the model�s representation

should closely resemble the information that needs to be extracted �Pop���� We have cho�

sen to use a Boundary Representation �B�Rep	 as our model database �Man���� Figure ���

shows an example for the intersection of the two cubes� Notice the explicit representation

of the face and edge information needed by our ATR algorithm�

	� Model Reduction

When our RSTA project initially began� we spent several months attempting to au�

tomate the reduction phase of the algorithm as a separate part from the conversion from

CSG to polyhedra� However� we discovered� as others have before us �RV��� LTH���� that

the conversion algorithm was susceptible to �oating point error associated with converting

the mathematical CSG model to the �nite polyhedra representation� It became obvious
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Figure ���� The B�rep for the Intersection of two cubes

the reduction phase should be applied before the conversion process in order to increase

the accuracy of the converted model �see section �������	�

In order to expedite the production of usable models for the feature extraction

phase� the models were greatly reduced by hand� All operations were applied within

the BRL�CAD interface environment known as MGED �Multi�display Graphical EDitor	

�U� ���� The procedure involved determining how each primitive related to the overall

model appearance� Primitives which were determined to be insigni�cant were then re�

moved� This process allowed features such as hatches� hatch bolts� head lights� and tail

lights� to be quickly removed�

The process was also somewhat subjective� Sometimes small details were retained�

and other times they were discarded� The process often involved consulting numerous

sensor images and those features which could not be distinguished were removed� During

this process� no simple� formal rules could be devised which clearly determined why any

particular primitive was removed� For this reason the reduction stage was found to be

more easily accomplished manually�

In addition to reducing the number of primitives� several modi�cations to the CSG

tree needed to be made� The original models contained several primitives which only

intersected at a single point� or resulted in ambiguous solids when the boolean operations

were applied �i�e� the union of two cubes meeting at a single point in space results in

a point which is not a valid solid �Man���	� The models were edited to remove such
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ambiguities� By separating primitives which only overlapped by a few millimeters� the

conversion process produced a more accurate model�

	� Model Conversion

After the BRL�CAD models are reduced to a minimal set of primitives required� they

are converted to a polyhedral representation� Several di�erent algorithms were examined

�RV��� PS��� NAT��� before the Laidlaw �LTH��� algorithm was chosen for implementa�

tion� These methods are all based on the principal that each object used in a boolean

operation can be split into a set of planar faces� each of which lies completely inside or

outside the other objects� A classi�cation algorithm can then be used to determine which

faces are retained and which are discarded to produce the �nal polyhedral model�

	�� Related Research

Solid Object modeling is concerned with the representation and description of math�

ematical objects� Currently the BRL�CAD models we have contain many di�erent types

of convex �D objects combined together with several set operations� Many D algorithms�

such as �Vat�� and �WA���� exist for this conversion� but since they do not �t our �D

needs� they were left out of the following discussion�

In ����� Aristides Requicha and Herbert Voelcker �RV��� presented a description of a

modelling format known as Constructive Solid Geometry �CSG	� Their format was based

on the belief that complex objects could be constructed by applying various set theoretic

operations on simpler objects� By applying the set operations of union� intersection and

di�erence to a variety of simply objects� a wide range of complex models could be produced�

In ����� Requicha and Voelcker �RV��� presented a paper discussing the then current

research directions in solid modeling� One of the directions they examined was converting

models between di�erent formats� At the time the article was written� many other issues

in solid modeling had a higher priority and needed to be conquered before the conversion

problem could be solved� Therefore the polygonalization of CSG models was not con�

sidered at the cutting edge of modeling research� It was not until ���� when Requicha
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and Voelcker �RV��� presented a paper on performing the conversion task that alternative

solutions to the problem began to be considered�

The algorithm proposed by Requicha and Voelcker performs boolean operations on

polygonal models by determining all the boundary points between each each child node of

the CSG tree� Each planar face of an object on the left branch of the tree is intersected

with all faces of the object on the right branch� This forms a set of line segments which

can be broken into pieces representing one of the following� �	 portions of the object on

the line� 	 portions of the object not on the line� and �	 portions of the line shared with

the other object� Based on these classi�cations� and the required set operation� the object

can be converted to a set of polygons representing each node on the tree� This operation

is applied recursively until the entire tree has been converted�

Requicha and Voelcker also recognized a slight problem with the use of purely math�

ematical set operations� When dealing with solid models� set theoretic operations can

sometimes produce what are known as dangling edges or faces� This phenomena can be

solved by incorporating regularized set operations instead of the strictly mathematical

union� intersection and di�erence� These three new operations� referred to as union��

intersection�� di�erence�� reject dangling edges when applied to solids� See Figure ���

for a description of a dangling edge� and the regularized union operation� Requicha�s

and Voelcker�s algorithm worked with these new operations that are now referred to as

regularized�set �r�set	 operations�

Dangling Face

A intersection B A intersection* BObject A

Object B

A and B overlap

Figure ���� Regularized Set Operations
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In ����� David Laidlaw �LTH��� developed an algorithm based on Requicha�s and

Voelcker�s work� The algorithm presented in �RV���� left several implementation details

unspeci�ed� Laidlaw addressed these issues� and presented a complete working algorithm

to accomplish the conversion task�

Like the Requicha algorithm� the Laidlaw algorithm applies the r�set operations to

every possible pair of objects in the CSG tree� For each pair of objects� line segments

similar to that described by Requicha and Voelcker are obtained� A segment is used to

split a face into a set of convex faces which are completely contained within the other

object or completely outside of it� A classi�cation routine then labels each new face and

based on the result� and the face is added to the resulting object or it is discarded� Since

the only requirements for the algorithm to work properly are a set of convex� planar faces

grouped to represent an object� the algorithm lends itself well to our model conversion

problem� The algorithm also has some additional advantages that will be discussed later�

In ����� L� K� Putnam �PS��� proposed another method to perform boolean oper�

ations on n�dimensional objects� The algorithm is similar to Laidlaw�s approach� The

algorithm �rst determines all the boundaries between two objects� Each edge of the ob�

ject is then split at that boundary and labelled� The labelling produces edges that are

classi�ed as being part of the produced object� or not� After all the labelling and sub�

divisions have taken place� only the edges with labels matching the requirements of the

boolean operation are retained� The main di�erence between this algorithm and Laidlaw�s

approach is the representation of the initial CSG model� and its reliance on edge infor�

mation instead of Laidlaw�s face driven approach� We chose to use the Laidlaw algorithm

because its data structures are better suited to the original BRL�CAD model format�

In ����� Bruce Naylor �NAT��� described a di�erent algorithm to accomplish the same

conversion� Naylor�s algorithm �rst generates a Binary Space Partition �BSP	 tree for each

object to be used in the process� A BSP tree is a hierarchical set of polygons with each

parent and child being separated by a hyper�plane� or some division of Euclidean space

which completely separates both nodes� Naylor presents a method� based on the required

theoretic set operation� which merges the two BSP trees� The algorithm continues until

all the objects in the model have been processed�

��



The BRL�CAD primitives could be converted to BSP trees and then Naylor�s algo�

rithm could be applied� but the mapping between representations is not as intuitive as

the mapping to the representations used by Laidlaw� For our implementation� Naylor�s

algorithm has the added overhead of converting from the BRL�CAD format to the BSP

trees� and then back to the polygonal representation used by the ATR algorithm� In addi�

tion� Naylor�s algorithm is extremely susceptible to numerical errors associated with �nite

arithmetic� Laidlaw�s algorithm appears to be more numerically robust for our speci�c

application domain�

Many of the algorithms that exist to convert CSG models to a polygonal represen�

tation �rst convert the CSG to another representational form before the set operations

are applied� The Laidlaw algorithm has the advantage that the BRL�CAD models are

already in a form that can be used� and no conversion overhead needs to be introduced�

The algorithm was also developed to be more numerically robust than some of the other

approaches examined� These bene�ts� coupled with its recursive nature �the result of a

boolean operation can be used in another operation	� supported the choice of this algo�

rithm�

	�� BRL�CAD Models

The BRL�CAD models we are using contain several di�erent primitives that are

grouped together along with the three main set theoretic operations �union� intersection�

di�erence	 in a CSG format� Currently� our algorithm only supports a subset of the

primitives available in BRL�CAD� The primitives supported are� �ve types of arbitrary

convex polyhedron� right circular cylinder� and an interpolated curve� The representation

of each format is formally described in the BRL�CAD user�s manual �U� ���� Figure

��� shows the various primitives as depicted by MGED� BRL�CAD currently supports

upwards of twenty seven di�erent primitives� and more are added with each release� The

primitives chosen for this conversion algorithm are those present in our models� However�

adding new primitives to the conversion process is a trivial task provided a polygonal

representation of the primitive exists�
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a Arb� Primitive b Arb� Primitive c Arb� Primitive

d Arb� Primitive e Arb� Primitive f Cylinder Primitive

g Curve Primitive

Figure ���� BRL�CAD Primitives Supported
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The arbitrary convex primitives supported consist of six� �ve� four� and three sided

objects� The BRL�CAD format de�nes each of these primitives as a set of adjacent faces

that group to form a solid object� Since the primitives� shown in Figures ���a through ���e�

are already in a polyhedral form� no conversion is necessary besides the direct translation

between the BRL�CAD data structure and our representation�

The conversion algorithm developed also supports the polygonalization of a right

circular cylinder� shown in Figure ���f� Since the cylinder is represented as a mathe�

matical object� the conversion to a polyhedron will introduce a certain amount of error�

The polygonal cylinder is represented with octahedra at both ends� and eight rectangles

connecting them together along the sides �see Figure ���a	� Each face of this object is

considered to be planar� with a normal vector pointing in the outward direction� In order

to increase accuracy between the polygonal representation and the cylinder� the ends of

the cylinder could be represented by polygons with additional points �more points than

eight	� However� the octahedron is the most common representation �FvDFH����

The �nal BRL�CAD primitive supported is an interpolated curve� Figure ���g depicts

a BRL�CAD view of a portion of an M�� tank turret� The BRL�CAD primitive contains

several such curves that are grouped together to form a solid� To convert these curves to

polyhedra� several faces are needed� The �rst two represent the ends of the solid� and are

obtained by using the curve control points as the vertices of the face� Rectangles are then

created to connect the ends together and form the solid object� see Figure ���b�

a Right Circular Cylinder b Interpolated Curve

Figure ���� Converted Primitives
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The error introduced by the conversion process is presumed to be small with respect

to the splitting of the CSG objects� In addition� the errors introduced will fall below the

accuracy of the sensor� If the sensor data is only accurate to one half a meter� conversion

errors in the model of a few millimeters are inconsequential�

	�� The Conversion Algorithm

For the reasons stated above� we have chosen to utilize the algorithm developed by

David Laidlaw �LTH��� for convert the CSG representation into polyhedra� The conver�

sion algorithm is summarized below� along with some minor re�nements which we found

improved the quality of the resulting model� For a complete description of the algorithm

the reader is referred to �LTH���� or �RV��� which provides a discussion of the mathemat�

ical basis for the algorithm�

The conversion algorithm traverses the CSG tree� transforming the leaf nodes from

BRL�CAD primitives into polyhedra� Next� each node in the tree is visited with an in�

order traversal� The two children of each node are merged into one object by applying

the appropriate regularized set �R�set	 operation� The R�set operation will generate a

polyhedral operation which can then be merged with other objects in the tree�

The �rst phase of the R�set operations begin by subdividing an object so that none

of its faces intersect any face of the other object� After the splitting phase has occurred� a

classi�cation process labels each face of each object� The classi�cation routine casts a ray

from the center of each face in the direction of the face normal� Based on the intersection

of the ray with all the faces in the other object� the face is labelled as either INSIDE or

OUTSIDE�

The �nal phase uses a table look�up to determine which faces of each object are kept�

based on the label and the appropriate R�set operation from the CSG tree� The end result

is a new solid object which can be used in subsequent operations� The process continues

until the entire CSG tree has been traversed and the model has been converted to its new

polyhedral representation�
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	��� Phase I� Subdividing Objects

The algorithm begins by examining two objects which intersect� and determining how

to split them� Splitting each object requires three passes� ObjectA is split so that it does

not intersect ObjectB� ObjectB is split so that it does not intersect ObjectA� During both

of these processes� new edge segments may be introduced� It is therefore necessary to

split ObjectA against ObjectB again� thus resolving any intersections introduced from the

previous splits�

The pseudo�code for the split process is shown in Table ���� In order to limit the

number of comparisons needed� and to neglect performing operations on objects that do

not intersect� the extents� or bounding box� of objects and polygons �represent part of a

face on an object	 are compared� If the extents do not overlap� or intersect� computation

on the two polygons or objects is ended� Through a series of tests� the algorithm �nds

two polygons that need to be split with respect to each other�

We have added a slight modi�cation to this part of the algorithm in order to facilitate

model reduction� As the two objects are compared� if one of the object�s bounding box

size is below some user speci�ed percentage of the other object� no splitting occurs� This

user parameter is obviously model dependent� but for our application we found it reduces

time spent in the splitting portion of the algorithm for situations in which the result of

the operation would have produced small fragmented triangles�

If the extents of PolygonA overlaps the extent of PolygonB� then the signed distance

test is performed� This test computes the distance from each vertex in PolygonA to the

Plane of PolygonB� If all of the distances are zero� the two polygons are co�planar� and if

all of the distances are of the same sign� the polygons do not intersect� If the polygons are

not coplanar and they do intersect� the line of intersection of the two planes is calculated�

The portion of the line formed is called a segment� If the segments of PolygonA and

PolygonB overlap� PolygonA is split against PolygonB and the resulting polygons replace

PolygonA in the Object� Once the segments are determined� the way in which they cross

each of the polygons can be analyzed�

There are only six possible ways a line can cross a convex polygon� and they are

shown in Figure ���� Once the appropriate crossing type has been found� the start� end
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if �OverlapExtents�ObjectA� ObjectB		
foreach �PolygonA in ObjectA	

if �OverlapExtents�PolygonA� ObjectB		
foreach �PolygonB in ObjectB	

if �OverlapExtents�PolygonA� PolygonB		
DetermineSignedDistance�PolygonA� Plane of PolygonB	
DetermineSignedDistance�PolygonB� Plane of PolygonA	
if �Polygons not Coplanar and do Intersect	
IntersectPlanes�Line� Planes of both Polygons	
DetermineSegment�Segment of A� Line� PolygonA	
DetermineSegment�Segment of B� Line� PolygonB	
if �SegmentsOverlap�Segment of A� Segment of B		
NewPolygon � Split�PolygonA by PolygonB	
ReplacePolygon�PolygonA� NewPolygon	

endif
endif

endif
endloop

endif
endloop

endif

Table ���� Splitting Two Objects
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and middle points of are determined� This information� coupled with the portion of the line

overlapping the polygon can be used to create a segment for each of the two polygons� If

the start of the segment for PolygonA �SegmentA	 lies in between the start and end of the

segment for PolygonB �SegmentB	� the starting point of SegmentA is given the endpoint

of SegmentB� and its type becomes the same as its own middle type� The process is also

performed for the end of SegmentA� If the end of the SegmentA lies in between the start

and end of the SegmentB� the endpoint of SegmentA is changed to the start of SegmentB

and its type becomes the middle type of SegmentA�
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Figure ���� Segments formed by a line

The overlapping portion of SegmentA is then used to split PolygonA into a set of

convex polygons� There are at most twenty seven possible combinations of types for

SegmentA� Of these twenty seven� thirteen are impossible and four are symmetrical cases�

The remaining ten cases are shown in Figure ���� The classi�cation types are abbreviated

above the arbitrary polygons as follows� �V	ertex� �E	dge� �F	ace� B represents the vertex

closest to the beginning of the segment �as determined by moving in a clockwise motion

around the face	� and E is the vertex closest to the end of the segment �as determined by

moving in a clockwise motion around the face	� N and M represent new vertices which

must be introduced into the polygon� The dotted line represents the line formed from the

two polygons intersecting� and grey lines are the new edges introduced by the splitting

operation�

After the splitting has occurred� no faces of PolygonA will intersect any of the faces of

PolygonB� During the splitting� vertices part of the VVV� VEV� VEE� VFV� VFE� VFF�

classi�cations are marked as boundary vertices� These boundaries will play a key role in

the next phase of the algorithm�
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Figure ���� Splitting Alphabet

	��� A Splitting Example

The intersection of two cubes example of Figure �� requires several splits to three

of the faces in ObjectA� and three of the faces in ObjectB� Each face is split in the same

pattern� �rst an EFF split occurs� followed by a VFE� A diagram of this process is shown

in Figure ���� After the six faces for each cube are split the result is passed on to the

labelling phase�

ObjectA

ObjectB

EFF

VFE

ObjectB

ObjectA

Single Face Both Cubes

Figure ���� A Splitting Example
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	��� Phase II� Labelling Polygons

The next phase of the conversion process involves labelling each face of the split object

as either being INSIDE the other object� completely OUTSIDE the other object� being

the SAME face �coplanar� normal in same direction	 as a face in the other object� or being

the OPPOSITE �coplanar� normal in opposite direction	 another face in the other object�

Since none of the subdivided faces in ObjectA will intersect any of the subdivided faces

in ObjectB� these are the only four possibilities�

The B�rep data structure used to store the various solids represented in the model

contains several topological relationships which we can exploit to speed up the labelling

process� The B�rep stores which edges share each vertices� E�V	� as well as the converse

relationship� V�E	 �which edges surround each vertex	� This vital piece of information�

along with the knowledge of which vertices lie on the boundary of both objects� will be

used to propagate a known label through the model� The process examines each face�

and if any of the vertices surrounding the face do not have a known classi�cation� the

ray casting routine is called to determine the label for the face� This label can then be

propagated to other adjacent faces through the vertices they share�

The labelling process starts by determining the appropriate label for a given face�

Each vertex of the current face are then given this label� provided none of them are already

labelled as being on the boundary of the two objects �to which the boolean operation is

being applied	� Next� each vertex connected to the face through an edge is examined� and

the label is passed on� The process continues until a boundary vertex is reached at which

time the propagation stops� This process has the e�ect of labelling several faces without

performing the costly ray casting procedure�

The ray casting routine is a time consuming process which examines the desired face

�FaceA	 of an object �ObjectA	 with respect to all faces of the other object �ObjectB	�

The ray starts at the center of FaceA� and is cast in the direction of the face normal� The

face �FaceB	 in ObjectB with the closest intersection is used to provide the label� The

dot product of the surface normal for FaceA and FaceB� along with the distance from

the center of FaceA to the plane of FaceB� can be used to provide the four classi�cations
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�INSIDE� OUTSIDE� SAME� OPPOSITE	� The pseudo�code for this operation is given

in Table ���

create ray
foreach FaceB in ObjectB

�nd DotProduct of normal for FaceB and ray direction
�nd Distance from center of FaceA to FaceB
if �Distance � �	
then no intersection

if �Distance � �	 AND �DotProduct � �	
then ray lies in plane of FaceB�

perturb ray direction and recast
if �DotProduct � �	 AND �Distance � �	
then ray parallel to plane� no intersection

if �DotProduct �� �	 AND �Distance � �	
then ray starts in plane� save intersection

if �DotProduct �� �	 AND �Distance � �	
then ray intersects plane� determine intersection

if closest so far save intersection
endloop
if �no intersections	

then return OUTSIDE
calculate DotProduct of normal for ray best intersection and ray
calculate Distance from center of FaceA to FaceB
if �Distance � �	

then if �DotProduct � �	
then return SAME

if �DotProduct � �	
then return OPPOSITE

if �DotProduct � �	
then return INSIDE

if �DotProduct � �	
then return OUTSIDE

Table ��� Labelling a face

	��� A Labelling Example

The intersection of two cubes example of Figure �� requires four rays to be cast in

order to label the entire object� The �rst two rays label the faces of ObjectA� and the

second two the faces of ObjectB� The results of these four rays can be propagated to all
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the faces in the object� A diagram of this process is shown in Figure ����� After the six

faces for the each cube are labelled the result is passed on to the �nal phase�

Ray

FaceA

FaceB

ObjectA

ObjectB

(DotProduct > 0) -> INSIDE

FaceB Normal

ObjectB

ObjectA

INSIDE

OUTSIDE

a Single Face b Both Cubes

Figure ����� A Labelling Example

	��	 Phase III� Determining Which Polygons to Keep

Once the classi�cation has been obtained for each face� a simple table lookup can

be performed to determine which faces to retain based on the object they belong to� and

the boolean set operation being performed� Shown in Tables ��� and ���� are the tables

needed to determine which faces need to be kept for the requested operation� The only

subtlety is for the subtraction operation in which the faces of the ObjectB are INSIDE

ObjectA� For these faces� the normal is pointing in the wrong direction� so the vertices

need to be reversed�

Operation INSIDE OUTSIDE SAME OPPOSITE

ObjectA
S
ObjectB no yes yes no

ObjectA
T
ObjectB yes no yes no

ObjectA � ObjectB no yes no yes

Table ���� Faces to retain for ObjectA

Operation INSIDE OUTSIDE SAME OPPOSITE

ObjectA
S
ObjectB no yes no no

ObjectA
T
ObjectB yes no no no

ObjectA � ObjectB yes no no no

Table ���� Faces to retain for ObjectB
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	��� A Classi�cation Example

The intersection of two cubes example of Figure �� will result in the polyhedral model

shown in Figure ����� It is interesting to note that the boolean operation being performed

does not a�ect the algorithm until the �nal stages� Therefore� once the splitting has been

accomplished the table look�ups can be used to generate three di�erent models �one for

each operation	� The results are shown in Figure ����

A
S
B A

T
B A � B

Figure ����� A Classi�cation Example

	��� Merging Split Faces

The algorithm was chosen for many reasons relating to simplicity of implementation�

how well it �t our needs� and how well its own requirements were meet by the BRL�CAD

models� There was a small problem with the algorithm that was not discovered until after

the algorithm had been implemented�

The algorithm tends to over split faces of an object� and produce many faces for each

resulting solid� Since we have no requirement that the resulting faces from the algorithm

be convex� a merging phase was added to allow planar adjacent faces to be merged into

one face� Once again� the B�rep stored the topological relationships needed for this phase

of the algorithm�

The edge list of the B�rep is traversed� In a valid solid� every edge will be bounded by

two faces� As the edge list is traversed� the two faces which share the edge are examined�

and if their normals are equivalent �to within a tolerance	� the faces are merged along the

edge� and that edge is removed from the model� This phase greatly reduced the number
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of faces in the resulting model� Figure ��� shows the resulting models for the two cube

example�

A
S
B A

T
B A � B

Figure ���� A Merge Example

	��� A Hybrid Approach

The fragmented triangle problem which results from over splitting a face of an ob�

ject could be overcome by simple modi�cations to the original model� As the conversion

algorithm was being tested� it became obvious that some �oating point error problems

could not be solved by the introduction of simple tolerance�mathematics �comparing the

equality of two values to within a limit of certainty	� It was discovered that slight modi��

cations to the original model could be used to remove these problem areas� Thus a hybrid

approach was taken in which the model was automatically converted� and problems were

corrected with adjustment to the model�

	��� Results on a Vehicle Model

The algorithm has been applied to the M��� APC vehicle� Figure ���� shows four

di�erent views of the model shown in Figure ���b� Each face of the model is rendered in

a unique color�
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a Top View b Side View

c Rear View b ��� View

Figure ����� The M��� APC B�rep �See Color Plate ��	
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Chapter �

EXTRACTING �D MODEL FEATURES

�� Overview

After reducing the detail in the model to a level appropriate for recognition� the next

step is to produce model features which are directly comparable with features extracted

from sensor data� Our ATR algorithm dynamically updates the �D position and orien�

tation of the object model relative to the sensors� and observes the a�ect on an error

measure� By searching for the lowest error possible� the optimal object match and pose

can be discovered�

The ATR algorithm needs to be aware of two pieces of information for any given

viewpoint� which silhouette edges are visible for matching to optical data� and the �D

synthetically sampled surface for matching to range data� In order to generate this in�

formation in real time� we will exploit the speed of modern graphics hardware� Since the

ATR algorithm is initiated with an estimated viewpoint� it will make a request to the

model feature extraction procedure� This process will then provide an initial set of visible

features� If� during recognition� the viewpoint is modi�ed signi�cantly� the ATR algorithm

can dynamically request the visible edges for the new viewpoint�

Earlier model feature extraction processes have focused on development of a model

representation known as the aspect graph� Aspect graphs assume the model is centered

at the origin of sphere which encapsulates the entire model� Every possible view of the

model can then be represented as a point on that sphere� Aspect graphs are founded

on the notion that there are regions on the view sphere in which viewpoints for a given

region share a constant model topology �KvD��� KvD���� The arcs in the graph represent

movement from one set of visible features to another� and this characteristic has been



exploited in the ATR process �PD���� �Pla���� Other techniques have used projection

techniques similar to ours �Bon��� GM��� SJ���� A more relevant discussion of feature

extraction appears in �SD��� and describes a simple test we implement for determining

whether or not an edge represents a silhouette edge� A complete discussion of related

research can be found in Section ���

Our viewing geometry parameters are speci�ed in spherical coordinates� with each

viewpoint represented as an elevation ��	� a counterclockwise azimuth ��	� and a rotation

degree ��	� The ��� �	 pair is used to form a vector towards the center of the model�

which is centered at the origin of the sphere� The rotation ��	 speci�es an angle about

that vector� Several other parameters are needed to specify the translation of the model

in order to position the model in the di�erent sensor coordinate systems� The ��� �� �	

speci�es the model orientation� and the translation �Tx� Ty� Tz	 moves the model to the

correct position� These parameters are often used in graphics to specifying a �D camera

model and object viewing geometry�

�� Stored versus Demand Driven

Since the aspect graph is a commonly used method for representing visible model

features� it is helpful to draw a comparison between our approach and that of the aspect

graph� The aspect graph is a stored representation in which visible features are pre�

computed for all relevant viewpoints� We have chosen instead to take a demand driven

approach in which visible features are determined as they are needed� With modern

graphics hardware able to render complex models e
ciently� it makes sense to exploit this

power� Since our algorithms rely heavily on this hardware� as its performance increases

so does the performance of our algorithm�

However� our algorithm shares one important quality with the aspect graph� both

need some procedure for generating the relevant features for a given viewpoint� Therefore�

the same underlying algorithm can be used o��line to build up a stored aspect graph

�KD���� The more important issue is the nature and form of the algorithm used to

generate the visible �D features for di�erent viewpoints� Several algorithms� not related

to aspect graphs �AT��� Lee���� have been proposed to determine the visible portion of

�



a polygon from an arbitrary point� An algorithm for this task which meets our ATR

requirements� and takes the demand driven approach� is presented below�

�� Related Research

The Aspect Graph was �rst introduced by J� J� Koenderink and A� J� van Doorn

�KvD���� �KvD���� Koenderink and van Doorn were concerned with developing a repre�

sentation of shape that could be used directly for object recognition� Their graph repre�

sentation stored visible surfaces for a given viewpoint node� and used arcs to represent

adjacent viewpoints� The goal was to represent regions of constant aspect which could

be matched against sensory inputs� However� their work was preliminary and left many

issues unresolved�

In ���� Indranil Chakravarty and Herbert Freeman presented a unique approach to

model feature storage �CF��� Their algorithm stored the projected model features of the

�D representation� The D projections were then used to match against D images� The

format of the stored D projections was reminiscent of Koenderink and van Doorn�s aspect

graph representation in that Chakravarty and Freeman attempted to minimize the storage

space necessary by storing the features hierarchically according to what they have termed

characteristic views� Their representation was di�erent but the motivation was the same�

The main drawback to the Chakravarty and Freeman approach is that they store only D

information� where as our algorithm requires �D features�

In ����� Luisa Bon�gliolo presented an algorithm that was geared more towards our

needs �Bon���� The algorithm generated the silhouette of any curved object which could

be mapped into a polyhedral representation� The algorithm projected each line segment

of the polyhedron onto an image plane and then intersected the projection with all the

other projected segments to generate a continuous silhouette� We will be using a similar

projection technique to obtain the visible silhouette segments� However� for our ATR

application� they need not be continuous� In fact it will be the case that by forcing a

continuous silhouette� several smaller line segments will be generated that may hinder the

recognition process�
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More recently at the University of Wisconsin� work has progressed on developing a fea�

sible method for creating and manipulating an aspect graph� In �PD���� Harry Plantinga

and Charles Dyer presented an algorithm for generating the aspect graph of polyhedral

models� Their algorithm has been used in an object recognition system which utilizes a

characteristic view approach� The approach is founded on the idea that if similar views

of how an object will be perceived in the world are stored� the recognition process simply

locates the correct stored view� The aspect graph they have developed is mainly concerned

with the region boundaries at which a change in viewpoint causes a change in topology

or occlusion of signi�cant portions of formerly visible features� Areas in which the view

point changes but topology does not are said to be regions of constant aspect�

Plantinga de�nes the view space partition �VSP	 as a hyper�plane which divides

viewing space into these regions of constant aspect� The aspect is considered to be the

dual of the VSP representation� and they present an algorithm for switching between

the two representations �Pla���� Because the VSP is concerned with visible faces� an

additional step is required to determine the visible silhouette edges� Re�nements to the

VSP algorithm would be needed if it were to be used for our ATR algorithm� However� we

do not require a majority of the information the VSP method was developed to produce�

At the same time the VSP representation was being developed� Matthew R� Korn and

Charles R� Dyer �KD��� derived a similar method for model feature extraction called a

multi�view object representation� Their method was based on growing regions of consistent

model topology on a view sphere� The algorithm begins with a uniform tessellation of a

view sphere �an octahedron	� At each iteration an individual face is subdivided into

four new faces� which are stored in a tree as the children of the original cell� The splitting

algorithm breaks down the view sphere until more subdivisions do not generate new model

topologies� or a recursive limit has been reached� Region growing is then performed on the

tree structure to merge nodes of similar topology� In order to speed up the region merging

task� a unique indexing scheme allows the neighbors of any node in the tree to easily

be determined� The merging technique results in a tree with the leaf nodes representing

areas on the sphere with constant topology� and simple search techniques can be used to

traverse the tree to discover all visible features for a given viewpoint�
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Katsushi Ikeuchi presented a variation to the aspect graph called an interpretation

tree �Ike���� A string of bits is used to represent the faces visible from a particular

view point� with each bit representing one face of the model� Initially a binary tree is

constructed with each leaf node representing a direct view of a speci�c face �the face is

fully visible from that position	� Each branch in the tree represents a change in the set

of visible features� and at each branch� the left branch has a bit string di�ering from the

right branch by only one bit� The binary tree is developed as a part of their geometric

modelling system� and is used to create an interpretation tree� Their interpretation tree

consists of nodes representing constant model topology similar to an aspect graph� The

storage requirements are much less than the other algorithms examined� and by applying

simple binary logical operations to a string� it is immediately obvious which faces are

visible for a viewpoint�

In ����� Ziv Gigus and Jitendra Malik �GM��� present a slightly di�erent algorithm

for generating an aspect graph� Their method treated a polyhedron as a set of line vectors�

and the faces formed from these lines are considered transparent� Based on simple vector

computations� these lines can be projected onto a sphere� clipped against one another�

and the resulting visible line segment can be determined� The algorithm they develop

is reminiscent of Bon�gliolo�s approach� and it too has the problem properly handling

self occluding objects� The polyhedral objects we will use represent solid objects� and

therefore do not work well with this simple approach�

The visible feature algorithms discussed so far all make the assumption that the under�

lying model can be represented with a set of polyhedra� In ����� Thawach Sripradisvarakul

and Ramesh Jain �SJ���� presented a di�erent approach for generating aspect graphs that

centered not around polyhedral objects� but instead dealt with continuous mathematical

entities� Their presentation is pertinent because they develop the concept of stable and

non�stable view points� A stable view point exists when slight perturbations in the view�

ing parameters do not cause dramatic changes in the visible model topology� where as

perturbing a non�stable view point will cause a change� For the purposes of our models

and our target recognition system it is not yet apparent how di�erent the requests for

visible features will be� It may become the case that the ATR algorithm �nds these stable
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areas� and may waste e�ort requesting redundant information �the model features will not

change	� However� we have chosen to deal with this problem in the implementation of the

ATR algorithm� and neglect it in the feature extraction procedure�

W� Brent Seales and Charles Dyer �SD�� presented a re�nement to the aspect graph

representation that allowed for easy extraction of silhouette features� Their algorithm

modi�es Plantinga�s VSP representation to form what they refer to as the rim appearance

representation� This representation only stores the appearance of the silhouette� or the

occluding contour� where as an aspect graph stores all possible model topologies as well

as the transitions between these topologies� The rim method generates a subset of the

information present in the aspect graph� and since the rim of a polyhedron is well�de�ned

it can be computed for an arbitrary view point� They de�ne the rim edge of a polyhedron

as the line formed by two faces in which one is visible and the other is fully occluded� In

addition� the edge must not be occluded b y any other object� The rim appearance model

is more in line with our requirements� only we will be using a di�erent method to generate

the silhouette� The rim method is also derived from the VSP method� and so utilization

of the process would require a transition to the VSP model representation�

One of the main drawbacks of the aspect graph is its inability to deal with the

problems of variable scale models� In sensor data� the scale of the object being recognized

will be highly dependent upon the sensor viewing parameters� especially distance to the

object� David W� Eggert has presented a version of the aspect graph to deal with the

problem of di�erent resolutions of the model in the sensor data �EBD��� The algorithm

we have developed deals with scale based on the viewing parameters of the sensors� In other

words� the model is assumed to have the same dimensions as the object being recognized�

and by using the same viewing parameters� scale will automatically be incorporated into

the feature extraction process�

�� The Model Extraction Algorithm

Feature extraction techniques have typically centered around the notion of projecting

each face of a model onto a viewing plane in order to determine which faces are visible for

a speci�c view point� Our algorithm utilizes accelerated graphics hardware to increase the
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e
ciency of this operation� The main problem is not how to accomplish the projection�

but rather how to interpret the projected results and obtain the �D model features for use

in ATR� Solving this reverse mapping problem turns out to be a non�trivial task�

The e
ciency of our algorithm is dependent upon the capabilities of the accelerated

graphics hardware it is running on� Currently� we are running the feature extraction

algorithms on a Hewlett�Packard ������ CRX�Z� and a Sparc ����ZX� Both machines

have � image planes� We initially chose to use the PEX graphics package as our interface

to the accelerated hardware� but plan to move to the OpenGL package� The graphics

package chosen does not a�ect the quality of the results� but does alter the speed at which

they are obtained� the portability of the application to other platforms� and the ease with

which the functionality can be implemented�

The algorithm breaks down into a three step process� The �rst step of the algorithm

determines which faces are visible for a given viewpoint� The second phase uses this

information to generate the model silhouette� and the third phase uses the visible faces to

generate the sampled surface information�

��� Determining Visible Faces

The �rst step in the model feature process is to label each face with a unique color�

This color will provide a face id� and when the model is rendered the visible colors will

be used to determine the corresponding face� A simple hashing algorithm is used to label

each face with a color id� �

FaceColor � b
MaxColor � FaceNum

NumTotalFaces
c ����	

For our application the MaxColor is ��������� or �� � �� the maximum color for a

� bit display� FaceNum is a unique number between zero and the total number of faces�

�A simpler mapping would be to assign the face color equal to the current face number� However the
slight variation in color does not allow the human eye to easily distinguish the various faces� This method
attempts spreads the colors across the entire range allow for more interpretable visual inspection of the
model
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Therefore� the only limit on the total number of faces allowed by our algorithm is the total

number of colors available on the machine� Since most of our models are on the order of

��� faces� � bit color is more than adequate�

As each face is given its unique color� it is also stored in a color lookup table� Figure

���a shows the intersection of two cubes example used in Chapter �� with the visible faces

given unique colors� Figure ���b shows the corresponding B�rep � Figure �� shows the

color table used to index the faces based on their color ��

E00

E10

E08

E03

E04

E11
E02

E07

E01

F02

F04

F00
S00

F01 F03 F05

E00 E01 E02 E03 E04 E05 E06 E07 E08 E09 E10 E11

V00 V01 V02 V03 V04 V05 V06 V07

F00 F02 F04

a Colorized Edges of Cube b Corresponding B�rep

Figure ���� Assign a Unique Color to Each Face �See Color Plate ��	

After the color table has been created� each face is rendered� in its unique color� into

an image plane with hidden surface removal� The viewing parameters used to render the

model are based on the ��� �� �	 supplied by the ATR algorithm� This step is equivalent to

the traditional feature extraction process of projecting each facet to determine the visible

portion� We are using orthographic projection to render each face of the polyhedral model

in its unique color� Orthographic projection is an adequate approximation since the vehicle

being located will be a signi�cant distance from the sensor in relation to the size of the

model� Orthographic projection also simpli�es the calculations used in the recovery of the

�D feature information�

The next step involves examining each pixel in the rendered image� and extracting

the pixel color� If the color is not the same as a predetermined background color� the hash

�The back�faces of the cube for this viewpoint were not given a color in the �gure so as to keep the
�gure simple�

�The edges for back�faces are also not listed
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Brep Data StructureColorFaceNum

Color Table

Edges: E00, E01, E02, E03

Name: F01

Name: F02

Name: F05

Name: F04

Name: F00

Edges: E02, E04, E07, E08

Name: F03

Edges: E03, E08, E10, E11

1

0

2

5

4

3

Figure ��� Color Table for Cube example �See Color Plate ��	

function is used to determine the appropriate index in the table for the face which caused

the color� The reverse mapping function is�

FaceNum � b
FaceColor �NumTotalFaces

MaxColor
c ���	

It was later determined that a slight round�o� error can cause this calculation to

fail� The problem is associated with most graphics programming languages� such as PEX�

which only allow color speci�cation as a �oating point triple �RGB	 in the range �������

Therefore� when specifying the color to PEX for rendering� the color observed may be

slightly o�� Cursory examination has show the function fails once for every two hundred

faces� In the case of failure� the cell to the left� and right are examined to �nd the correct

face� Once the face is determined it is marked as visible� Another check is made to

determine if the pixel in question is a silhouette pixel� A silhouette pixel is de�ned as any

pixel in which any one of its eight neighbors are the background color� If the pixel was a

silhouette pixel� the face is also marked as silhouette�
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During the pixel examination process� a bitmap is created representing whether or

not each pixel is a silhouette pixel� This bitmap will by used later to recover the �D

information lost when the image was rendered� Figure ��� shows the cube rendered in �D

and the corresponding bitmap�
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Figure ���� Rendering of Cube �See Color Plate ��	

��� Obtaining the Silhouette

After the faces which are visible and on the silhouette are determined� the next step

is to obtain the �D edges which caused the silhouette lines� and then clip them due to

occlusion� Each edge in the model is examined� If only one of the faces to which the edge

belongs is visible� and on the silhouette� that edge is marked as a silhouette edge� If both

faces of an edge are visible then it is not possible for the edge to be on the silhouette

�SD��� Figure ��� shows the visible edges determined by this phase of the algorithm and

the corresponding B�rep�

For the simple cube example� after the �rst phase the model silhouette has been

found� However� for more complex models more work needs to be done� Due to occlusion�

not all of a given edge may be visible for the given viewpoint� Therefore� portions of the

line may need to be clipped due to occlusion� This is where the bitmap generated earlier

becomes useful�

First all the vertices in the model are converted to pixel coordinates� A parametric

representation is then used to march along the line formed by the two pixel endpoints�

The line following algorithm begins at the pixel of the �rst vertex for the silhouette edge�
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Figure ���� Silhouette of the Cube �See Color Plate ��	

At each distinct pixel along the line� a neighborhood around the pixel in the bitmap is

examined� The traversal continues until an ON ��	 bit is found in the bitmap� The color

of the corresponding pixel in the image plane is examined and if it is the color of the face

to which the edge belongs� it is used to compute a t value� called tin� for the parametric

line� This t value is stored as the beginning portion of the visible edge segment� The

line following then continues until either the end point is reached� or an edge bit in the

bitmap cannot be found� At this point� another t value is computed called tout� and is

stored as the exit point of the line� Due to the a
ne nature of orthographic projection�

proportional distance is preserved between parameterized lines in D pixel and �D model

coordinates� We can therefore compute the parametric line in model coordinates� and

use the t values obtain from the pixel parametric equation to obtain the approximate �D

endpoints of each visible edge segment� The lines are then given to the ATR algorithm as

the visible silhouette features of the model for the given viewpoint�

The main problem to overcome in solving this reverse mapping problem from the

D projected image to the �D line segments was that of �oating point error� Floating

point imprecision can cause errors in the conversion from modelling to pixel coordinates�

The rasterization results in jaggies and other aliasing problems that can lead the line

following algorithm astray� To solve this problem� we were forced to increase the area

��



of the bitmap searched when clipping the visible edge� However� as the area searched

increases� so does the number of edges incorrectly clipped� To address this problem� we

added a user de�nable minimum Euclidean distance between the endpoints required for

the line to be retained� For the images generated� we set this parameter to seven percent

of the diagonal of the model bounding box� Another parameter was later added to remove

a line when more than a certain percentage of the line is not visible�

The results after these modi�cations are shown in Figures ���b� ���c� and ���f� These

three silhouette images are shown with the corresponding color image� and the viewing

parameters were set to mimic those in the images� The red lines in the image represent

the actual silhouette lines returned� The blue lines were �rst determined to be possible

silhouette lines and were later removed for being either to short� or not actually on the

silhouette� Since we are assuming we can extract perfect features from the model database�

lines will be present in the silhouette image which are not present in the sensor image� For

instance� in Figure ���c the bottom of vehicle is occluded by the terrain �grass	� The model

feature extraction is not aware of the terrain� and therefore produces lines not visible in

the image�

��� �D Sampled Surface

The �D silhouette is the appropriate representation for matching the model to optical

data� However� the needs for range data are di�erent� The features needed should be

similar to the characteristics of the LADAR sensor used� thus reducing need for complex

point to point matching� Similar features will be generated by sampling the surface of the

model in a manner similar to the operation of an actual LADAR device�

In order to generate the the �D sampled surface a ray casting technique is used� This

technique mimics the geometry of the actual LADAR device used to obtain the sensor

data� The algorithm �rst builds the LADAR geometry array� The geometry array is a set

of ray direction vectors which mimic the directions an actual LADAR device would �re

laser beams to determine depth values� The array is pre�computed and stored so as to

reduce computation�
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a Full Image ���x���	 b Corresponding Silhouette

c Full Image ���x���	 d Corresponding Silhouette

e Full Image ���x���	 f Corresponding Silhouette

Figure ���� Silhouette for M��� APC �See Color Plate ��	
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The next step involves transforming the model into the LADAR coordinate system�

Since the ATR algorithm has already supplied the hypothesized matrix transformation

�Fm�r from Chapter 	� this step involves just a simple matrix multiplication� Once the

model is in the proper location� each ray in the LADAR geometry array is intersected

with the model� and the closest intersection �if any	 is recorded� This intersection provides

similar information to what is actually determined by the LADAR device�

���� LADAR Geometry

In order to generate the sampled surface quickly� an array of unit vectors in directions

similar to the actual laser ranging device are created� The array is constructed by sweeping

two parameters ��� �	 in the horizontal and vertical directions� The amount of horizontal

rotation between each ray is ������� and the vertical rotation is �������� These two

parameters are used to generate a vector with the following equations�

� � ����	�NumRows� i	�������	 ����	

� � ����	�NumCols� j	��������	 ����	

Ladar�i��j��x � sin��	 cos��	 ����	

Ladar�i��j��y � sin��	 ����	

Ladar�i��j��z � cos��	 cos��	 ����	

where i and j represent the position in the array being determined� This will generate

a ray in the center of the array in roughly the � �� �� � � direction� The other rays are

rotated horizontally and vertically from that to generate the geometry shown in Figure

���a� The array dimension was set equivalent to the actual sensor used� which is �� by

��

���� Generating Sampled Surfaces

After the visible faces have been obtained� the vertices are transformed into the

LADAR sensor coordinate system� The ��� �� �	 supplied by the ATR algorithm are used

for this process� as well as the translation vector to move the points into the LADAR

��
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Figure ���� LADAR Geometry

coordinate system� This will e�ectively place the model into the sensor space as shown

in Figure ���b� As the points are converted� the bounding box of the model �in LADAR

coordinates	 is determined� as well as the bounding box for each face �in LADAR coordi�

nates	�

The next phase involves intersecting all the rays in the LADAR vector array with all

the faces in the model and recording the closest intersection� Several shortcuts have been

taken to accelerate the process� First� the rays are intersected with the model bounding

box� If no intersection occurs� the maximum depth of the sensor is returned� If the ray

intersects the bounding box� then the ray is intersected with the bounding box of only

those faces that have already been determined to be visible in the earlier phase of the

algorithm� If the ray intersects both of these bounding boxes an intersection with the face

is performed�

The intersection routine used is presented in �Hec���� The process involves determin�

ing the ray intersection with the plane of the visible face� The point of intersection is then

tested to make sure it lies within the bounds of the polygon� The computation involved

in the intersection routines is greatly reduced due to all the rays beginning at the origin�

This fact coupled with the steps to reduce the number of times the intersection needs to

��



be performed� allows the sampled surface information to be generated in an acceptable

amount of time ��

���� Results

The results of the algorithm as applied to the data sets presented in Chapter � are

shown in Figures ���a� ���c� and ���f� The actual data image is shown on the left� and

the model sampled surface is shown on the right� The model samples are shown rendered

with the colors related to their distance from the sensor �in the same color scheme as the

actual LADAR data	�

The representation used to generate the �D sampled surface assumes a noiseless error

model� The actual sensor obviously has some error in its sampled points� Our algorithm

does not attempt to account for this noise� and therefore the results appear more uniform�

Our algorithm also does not incorporate an atmospheric model which could account for

the varied samples seen in the actual LADAR images� The error does not need to be

accounted for in the the generation of the sensor data because it will be accounted for in

the matching process� In the design of requirements for the extraction of the features from

the model� it was determined the ATR algorithm would be responsible error reduction and

noise modelling�

�On the order of � seconds for computing both the silhouette and sampled surface information
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a LADAR Image b Corresponding Sampled Surface

c LADAR Image d Corresponding Sampled Surface

e LADAR Image f Corresponding Sampled Surface

Figure ���� Sampled Surface for M��� APC �See Color Plate ��	
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Chapter �

FUTURE WORK

�� Overview

This thesis has presented several di�erent algorithms which can be applied to solid

models� A conversion process is used to move the models from their native BRL�CAD

format to an explicit polyhedral format� The polyhedra can then be used in a feature

extraction process which provides information to an ATR algorithm� Each phase of the

process was developed with one �nal goal in mind� to present the ATR algorithm with the

necessary information for matching complex vehicle models to sensor data� There is room

for expansion and improvement in each phase of the process� but the work presented here

does meet the basic needs of our ATR work�

�� Model Reduction

While a substantial amount of work on the conversion of the model from CSG to

polyhedra has already been accomplished� there still remain re�nements and modi�cations

which need to be performed� The conversion algorithm is not yet completely reliable� in

that modi�cations to the original model need to be performed before conversion process

takes place� Several of the problems are fundamental to the process of converting a purely

mathematical representation to the discrete representation of the computer� However�

steps are being taken to improve the conversion process so as to increase its robustness

and performance�

As of June ����� several months after the initial conversion process was developed�

BRL�CAD ��� was released� The new version of BRL�CAD supports a similar� but more

robust implementation of the conversion process� The new algorithm is geared towards

solving many of the problems associated with the implementation we choose �such as



decreasing the number of edges introduced and improving the numerical robustness	� We

are now using the new version to perform most of our model conversion�

The reduction phase of the algorithms still remains mostly a manual process� We are

attempting to further automate the process to speed up the reduction of the models� and

their subsequent conversion�

�� Model Analysis

The current methods of extracting features from the �D models were implemented

as a �rst pass at providing the matching system with the information it needs to re�ne

a pose estimate of an object in the sensor data� However� the matching system is not

fully operational at this point� Therefore� the features chosen to be extracted� the model

silhouette and sampled surface� were chosen based on what was believed to be the most

stable approach to solving the problem� As the matching system comes on�line� a more

detailed analysis of the matching system performance based on the current features will

be needed�

�� Sensor Data Feature Extraction

A system for extracting features from the model database for a hypothesized viewpoint

has already been developed� The next step is to extract corresponding features from the

sensor data� A system to perform just this task is already being developed� The approach

is unique in that it is using the features already extracted from the model to drive the

location of corresponding features in the sensor data�

�	 Integration with the ATR Algorithm

The last and �nal step is to integrate all of the pieces of the system together� and run

the complete ATR algorithm on various test sensor suites and with various models� This

process is also currently underway and expected to be near completion by the end of the

year �����	�
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Chapter �

CONCLUSION

The work presented in this thesis was driven by the needs of the ATR algorithm being

developed simultaneously at Colorado State University� The project began as a spin�o�

of the Co�Registration work when it became apparent that there was no direct method

for extracting information from the model� Thus began the pursuit of a viable method for

extracting information from the model for a hypothesized model position�

When the process started� it was immediately obvious that the BRL�CAD models

were highly detailed and in a format not conducive to the type of extraction we were going

to perform� A method to reduce these models� as well as convert them to a more useful

format for our application� was then developed� In order to expedite this process� a large

amount of user interaction was required� and there is still an on�going e�ort to automate

this process� The end result was a method to produce a model which could then be used

by a feature extraction algorithm�

Once the model was in a format where the information needed by the algorithm was

stored explicitly� we needed to determine how to produce features comparable to those

present in the sensor data� The algorithm needed to produce features to compare against

both optical and range imagery� We made the assumption that the most stable optical

features would be the silhouette� and the most stable range features the sampled surface�

Algorithms to extract both pieces of information were then presented�

The results of the entire process have allowed the creation of a system which pro�

duces a model in format which allows the retrieval of features directly comparable to the

information provided by the sensor data� Now that models in a form required for ATR

are available� work begins testing these ATR algorithms� The testing process will most

surely lead to a better understanding of the best features needed for model matching� and

thus to re�nements in the model features extraction process�
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Appendix A

ACRONYMS

Acronym Meaning

D Two Dimensional
�D Three Dimensional
APC Armored Personnel Carrier
ARPA Advanced Research Projects Agency
B�Rep Boundary Representation
BRL�CAD Ballistic Research Laboratory Computer Aided Design
BSP Binary Space Partition
CSG Constructive Solid Geometry
CSU Colorado State University
FLIR Forward Looking Infrared Red
FOV Field�Of�View
LADAR Laser and Depth Ranging
MGED Multi�display Graphical EDitor
R�Set Regularized�Set
RGB Red�Green�Blue
RSTA Reconnaisance� Surveilliance and Target Acquisition
UGV Unmanned Ground Vehicle
VSP View Space Partition
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