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Modeling Adaptive Routing
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Abstract

Adaptive routing algorithms have been frequently suggested as a means of improving com-
munication performance in multicomputers. These algorithms, unlike deterministic routing,
can utilize network state information to exploit the presence of multiple paths. Adaptive
routing, however, is complex and expensive. Before such schemes can be successfully in-
corporated in multiprocessor systems, it is necessary to have a clear understanding of the
factors which a�ect their performance potential. In this paper we present a simple and
e�cient scheme to model the performance of idealized adaptive routing. We evaluate a
basic, high-performance adaptive system using an analytic queueing model which approxi-
mates its behavior. This analytic model predicts the performance of networks with varying
parameters, and provides insight into the nature of message tra�c. We have also conducted
extensive simulation experiments, the results of which are used to validate the analytic
model and to identify some of the conditions which promote high performance of adaptive
routing in a communication network.
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1 Introduction

The success of large scale message-passing multicomputers is highly dependent on the e�ciency

of their underlying interconnection networks. In the past few years there have been tremendous

improvements in the performance of multicomputer systems, but these have come primarily from

advances in processor technology. Communication systems have not kept up, and the increasing dis-

parity between processor and network speeds has become a major hindrance to further performance

gains.

One approach that has often been suggested as a solution to the communication latency

problem is the use of adaptive routing techniques. At present most commercial machines use

deterministic routing, in which a message path is fully determined by the addresses of its source

and destination. Thus, messages with the same source and destination would use exactly the

same paths. While these schemes are simple and easily implemented, they are susceptible to

unnecessary blocking of messages and do not respond to changing conditions within the network.

Adaptive routing algorithms, on the other hand, allow message paths to be determined in response

to variations in network state. This provides greater freedom in choosing message paths, which can

potentially lead to reduced communication overhead.

There are, however, a number of problems associated with adaptive routing. First, the

increased 
exibility of adaptive algorithms make them more susceptible to deadlock than deter-

ministic schemes. In order to avoid the circular resource dependencies which lead to deadlock, it

is necessary to either restrict the choice of paths or to include extra hardware in the system. The

second problem associated with adaptive routing is that it may be di�cult to implement, and may

either require expensive hardware or su�er from high node switch delay.

In order to accurately assess the tradeo� and bene�ts of adaptive routing, we must be

able to evaluate the performance potential of these systems. Recent research studies have begun

to address this issue, but as yet the problem has not been fully explored. In [GN92a], Glass and Ni

compared partially adaptive deadlock free routing schemes to dimension ordered schemes in mesh

networks. In [LDT93], Liu et al evaluated expected channel utilization for a class of deadlock-free

algorithms, again in mesh networks. Kim and Chien [KC93] assessed the e�ects of packetization on

adaptive routing performance, Nowatzyk [Now89] has investigated a communication architecture

using an adaptive algorithm, and recently Boppana and Chalasani [BC93] presented a comparative

study of several deadlock free adaptive routing schemes. Almost all of the performance evaluation
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studies of direct networks, however, have made use solely of simulation experiments. In contrast to

studies of deterministic routing, very little analytic work has been done. Moreover, most studies

have looked at adaptive routing in isolation, without considering the relationship of other network

parameters to routing performance.

The study presented in this paper is a performance evaluation, both analytic and experi-

mental, of a basic adaptive routing system on k-ary n-cube networks. Preliminary versions of this

research were presented in [LNSS93, NLSS94]. The goals of the study are to evaluate the perfor-

mance potential of adaptive routing and to understand the e�ects of various network parameters

on routing performance. Thus, we have chosen to investigate an idealized system with a general

routing strategy which can achieve near-optimal performance. The basic model is 
exible, however,

and can be modi�ed for future research on speci�c network design parameters as well as on cost

rather than performance. The details of the system are described in Sections 2 and 3.

We have derived a general analytic queueing model which approximates the behavior of

adaptive routing. When messages are routed non-deterministically, they will usually have a choice

of communication channels to use at every hop. Our analytic model is based on the probability

distribution of the number of such choices. The general model can be applied to di�erent adaptive

routing systems by choosing the appropriate queueing paradigm and by calculating the appropriate

arrival and departure probabilities. We present the analysis for two examples which make use of

birth-death queueing. The analytic model is derived and discussed in Section 4. In addition to

the theoretical analysis, extensive simulation experiments were performed. The results of these

experiments were used to validate the analytic model, as well as to investigate the e�ects of various

network parameters on adaptive routing performance. These results are presented and analyzed in

Section 5. The paper ends with a brief summary and discussion of future work.

2 Background

There are three general parameters in the design of an interconnection network: topology, routing

algorithm and 
ow control strategy. Topology refers to the underlying graph of the network which

determines the connections between processing elements. The routing algorithm is the technique

used to determine the path taken by a message from its source to its destination, while 
ow control

refers to the system used to manage messages as they travel around the network. Some of the

general issues associated with these parameters are discussed in [Fen81] and [Fea91].
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2.1 Topology

The topology we have chosen to investigate is the k-ary n-cube [DS87]. This is a general family of

graphs which has become increasingly popular among researchers and has been implemented in a

number of existing machines [Dal89, Com85, Hay86, Res93]. A k-ary n-cube is a direct network

with N = kn nodes; k is called the radix and n the dimension. A k-ary 1-cube is a ring, and

a k-ary n-cube can be built be connecting k copies of k-ary (n � 1)-cubes in a ring. There are

many variations and special cases of this network. When k = 2, for instance, the network is a

hypercube. In this case there are no wrap-around edges. Another popular variation is the mesh,

which is an n-cube without wrap-around edges. The mesh topology is popular because it simpli�es

implementation, and the absence of wrap-around edges makes the deadlock problem less di�cult.

However, such a network is not symmetric and has longer average distance and diameter.

2.2 Flow Control

Flow control refers to the management of messages as they traverse the network. Issues addressed

by the 
ow control strategy include the system used to acquire and relinquish communication

channels, the procedure for arbitrating among messages that contend for the same resource, and

the scheme used to manage messages that are not allowed access to a channel. E�ective 
ow control

techniques should allow messages to progress while managing system resources e�ciently.

Older multicomputers and networks for distributed systems have controlled communica-

tion channels either using circuit switching or store-and-forward policies. In circuit switching, all

the channels in a message path are reserved for that message and are relinquished only after the

entire message has arrived at its destination. In store-and-forward, channels are only acquired as

messages go from one node to the next, but the head of a message does not advance until after its

tail has arrived at the same node.

Neither of these two techniques meet the high-speed demands of present day multicomput-

ers. Instead, many now use a pipeline system introduced in [KK79] which combines features from

both. There are two techniques that do this: wormhole and virtual cut-through. In these systems,

messages are divided into 
ow control units or 
its [DS87] with the head 
it being distinguished.

Only the �rst 
it contains the routing information, and messages traverse the network in train-like

fashion with all 
its using the same channels as the header 
it. Channels are reserved for the

message from the time the header 
it uses it and are released when the last 
it has passed through

5



the channel. Message latency times in this system are less sensitive to the distance traveled and at

the same time channels are not held unnecessarily.

When several messages contend for the same channel, one message is allowed to proceed

while the rest are made to wait. The �rst task of the 
ow control system is to determine which

message is allowed to proceed, arbitrating on the basis of an input selection policy. Input selection

can be random, use schemes such as round-robin, or use state information such as the distance of

a message from its destination. See [GN92a] for a study which addresses input selection policy.

The 
ow control policy then determines how these waiting messages are managed. In

wormhole 
ow control, the non-header 
its of a message are not allowed to advance, and each 
it

is bu�ered on a di�erent node. In virtual cut-through, the non-header 
its are allowed to proceed

until they reach the node occupied by the head 
it, where some or all of the 
its may be bu�ered

if necessary. In a tra�c free network, the message latency using either method would be the

same. The advantage of virtual cut-through over wormhole is that channels can be released earlier,

resulting in less blocking. However, this is done at the cost of additional bu�er space needed on

each node. The two methods also di�er in the deadlock avoidance techniques that can be employed.

In virtual cut-through, deadlock can be avoided by using ordered bu�ers, while in wormhole, bu�er

management as well as channel management is necessary in order to avoid deadlock. Most research

on network performance assumes wormhole 
ow-control, an excellent survey of which can be found

in [NM93].

The 
ow control mechanism must also include the decision on bu�er placement. In general

bu�ers can be associated with the input channels, the output channels, or they can be intermedi-

ate. Associating bu�ers with input channels means that messages are bu�ered before the routing

algorithm is applied. Similarly, output channel bu�ers mean that the routing algorithm has been

applied before the 
its are stored. The 
ow control mechanism also determines the structure of the

bu�ers. For instance, bu�ers may be queues processed in FCFS order, or they may be pools which

use some other criteria to prioritize departure. Studies which have investigated this issue include

[TF88] and [KHM87].

The 
ow control mechanism used in the study presented here is virtual cut-through, with

bu�ers associated with input channels. We examine two variations, one in which a set of queues

is used and messages are processed in FIFO order, and another in which all messages are bu�ered

in a single modi�ed queue. Since input queues are used, messages are bu�ered before the routing

algorithm is applied. Such a system complements adaptive routing, because by delaying channel
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assignment the algorithm can make use of the most current network state information. The input

selection policy used is described in Section 3.

2.3 Routing Algorithms

Routing algorithms for direct networks are generally classi�ed as being either deterministic or

adaptive. In deterministic routing, message paths are chosen based solely on the addresses of

the source and destination nodes. In adaptive routing, a path can be determined by other factors,

including the state of the network as the message travels. The performance of deterministic routing

schemes have been widely studied, and unlike adaptive routing several analytic models of these

systems have been developed [AV92, KD91, Dal90, CE91, Dal92]. In our comparisons of adaptive

versus deterministic routing, we use the model presented and analyzed in [Aga91], in which in�nite

queues associated with output channels are used.

The most general adaptive routing schemes can make use of any path in the network,

regardless of length, the presence of loops, or any other factors. Often a message will have a choice

of channels on which to exit a node, and arbitrating among choices is made on the basis of an

output selection policy. For instance, one scheme that has been investigated extensively is the

use of random routing [Val82]. Other researchers such as [LH91, CK92, DG92] have investigated

adaptive routing as a means of adding fault-tolerance. In this study, we will focus on adaptive

routing which makes use only of minimal distance paths. This reduces the number of choices, but

in a k-ary n-cube there are enough minimal distance paths available so as not to constrict the

routing. Moreover, this eliminates the problem of livelock, in which messages travel around the

network without progressing towards their destinations.

Deterministic routing is simple and easily implemented, with minimal overhead. It has

been implemented in various machines such as the N-cube [Com85] and the Cray T3D [Res93].

Adaptive routing, on the other hand, allows for more 
exibility at the cost of additional complexity

in the algorithm and its implementation. The study presented here will focus on evaluating the

potential improvement of adaptive routing over deterministic routing. Thus, we choose to compare

the two in an idealized situation, where routing overhead is ignored.

2.4 Deadlock

Deadlock is another important consideration in designing a network system, and one that has been

the subject of numerous studies. Various avoidance techniques have been proposed, such as in
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[LMN93, SS93, CK92, GN92b, SJ93, LH91, LGS92]. In general, deadlock avoidance is achieved

either by restricting routing or by the addition of hardware such as virtual channels, as proposed

in [DS87]. A recent study describing a new model of deadlock freedom can be found in [Dua93].

The issue of deadlock, however, is orthogonal to that of performance in the sense that,

unlike the three parameters described previously, avoidance mechanisms are not usually designed

with the goal of improving communication time. Thus, although deadlock avoidance schemes will

indirectly a�ect performance, they have been excluded from the scope of the study presented here.

Instead, as in [Aga91], deadlock is avoided in our model by the use of in�nite bu�er stores.

3 System Model

The communication network being modeled is composed of processing nodes which send messages

over unidirectional communication channels. Each node in our k-ary n-cube network consists of a

processing element and a communication unit which is responsible for receiving and transmitting

messages from neighboring nodes. Each node is connected to n input channels and n output

channels, can generate its own messages, and can be the �nal destination for messages originated

at other nodes. Thus, each node can receive input from (n + 1) di�erent logical sources and can

transmit messages to (n + 1) di�erent logical destinations. Figure 1 illustrates a node in a k-ary

2-cube.

Each message consists of one or more 
its, with the head 
it being distinguished. Routing

decisions are made only for the head 
it of a message, which must contain the routing information.

The system makes use of virtual cut-through 
ow control, meaning once the head of a message is

routed, the rest of the message must also advance and use the same sequence of channels. The

routing model assumes that even when the header 
it of a message is blocked at a node, the node
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Figure 2: A Minimal Path from S to D

still continues to receive the subsequent 
its of the message and stores them in that node's bu�ers.

In our model we assume that messages are generated at source nodes at a uniform rate,

and all pairs of nodes have equal probability of being source/destination pairs.

3.1 Routing Strategy

When a message is �rst generated at a source node S, it is possible to determine not only its

(minimal) distance from the destination node D but also the number of hops the message must

make in each dimension on its way to D. Although there may be several minimal distance paths

from S to D, the number of hops in each dimension is unique. This information can be assembled

into a routing tag containing n �elds, with each �eld holding the number of hops to be made in one

of the dimensions. As an example, a message from node S to node D in the 2 dimensional network

illustrated in Figure 2 will have a tag consisting of the values < 3; 2 >, where 3 is the number

of hops in the �rst (horizontal) dimension and 2 is the number of hops in the other dimension.

When the header 
it of a message traverses a a channel, the value of the tag �eld corresponding to

the channel's dimension is decremented, until at the destination all �elds are zero. This tag is the

only information needed to route a message adaptively along minimal paths, since a message can

proceed on a channel in every dimension whose tag entry is non-zero.

In the basic routing strategy which we model, the communication unit looks at a set of

header 
its that are candidates for routing, and attempts to route as many as possible at every

cycle. In a deterministic routing scheme there is only one possible output channel that can be

taken by a message at each node, and if that channel is busy, then the message must stall. In order

to eliminate this unnecessary delay, the solution proposed here is to allow a message to take any

free output channel that would route it on one of its shortest paths. Thus, in a situation where two
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messages are waiting to be routed through a node with two output channels, if one message can go

on both channels while the other can only proceed on one of the channels, then the channels will be

assigned such that both messages will be allowed to proceed. The optimal mapping is determined

by a matching routine. This routine �rst determines which output channels are free to be used by a

new message. It then examines every message that is a candidate for routing, and uses the message

tags to determine which output channels can possibly be used by which message. An assignment

which maximizes the number of messages routed is then made based on this information. The

secondary 
its (whose headers have already moved) are routed on their predetermined channels.

The routing strategy always chooses a minimal path between the source and the destina-

tion and considers all possible minimal paths. It is minimally fully adaptive. Aside from eliminating

unnecessary waits, this allows communication load to be shared more equally throughout the sys-

tem, and contributes to the fault tolerance of the system. It uses only current and local information,

which saves on time and space requirements: resources are not needlessly idled, and message path

selection is done in a distributed manner. More importantly, because it has been designed to meet

the objectives of minimal waiting time and maximal throughput, the strategy has a very good

potential for high performance.

Optimizing the mapping of messages to channels at a node is analogous to the bipartite

graph matching problem [Tuc84] by means of the following association: Represent each message

and each output channel by a vertex in the graph, with an edge between two vertices whenever the

associated message can proceed along the corresponding output channel (i.e., the route tag �eld for

that channel is non-zero). The bipartite matching problem is a well-known combinatorial problem,

and various algorithms exist to solve it. The implementation we have chosen in our simulator

is based on the Ford-Fulkerson maximum 
ow algorithm, adapted to the case of an unweighted

bipartite matching [Tuc84]. The complexity of this algorithm is O(jV j
1

2 � jEj), where jV j = number

of vertices and jEj= number of edges [PS82]. If n is the dimension of the network, then V � 2(n+1)

and E � (n + 1)2. While this may be seen as a limitation of the routing schemes, in practice, the

general matching algorithm need not be used. In particular, for very low dimension networks, the

matching can be performed by a simple search.

3.2 Bu�ering Strategy

In our adaptive routing system we associate bu�ers with input channels, meaning that messages

are assigned to storage locations before the routing algorithm is applied. In addition, we assume
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that these bu�ers can hold in�nitely many 
its. This assumption is made in order to simplify

the analytical models developed in Section 4. The results presented in Section 5.2 on measures

of maximum queue length for both dimension ordered and adaptive routing strategies indicate,

however, that adaptive routing requires much smaller size bu�ers.

We consider two bu�ering schemes:

� In the multiple queue scheme a separate input queue is used for each of the n+1 input channels

(shown in Figure 3-a). Only the head of each input queue is considered for routing at every

cycle. If several messages can proceed on a channel, priority is given to older messages.

� In the single queue scheme, all incoming 
its are are bu�ered into one shared modi�ed queue

as shown in Figure 3-b. At every cycle, the 
its in a given \window" at the the top of the

queue are candidates for routing. If several messages can proceed on a channel, an arbitrary

choice is made.

The performance of these two bu�ering schemes are compared to each other and to a dimension

ordered model which uses output bu�ering.

4 Analytic Models

In this section, we present mathematical models that approximate the behavior of communication

systems using each of the two bu�ering schemes. The main component of the analysis is the

derivation of the probability distribution of the number of output channel choices for messages in

the network. In an adaptive routing system, the number of path possibilities in
uences channel

contention amongmessages, and thus their probability distribution can be used to model the arrivals
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and departures of messages at a node. Moreover, in our adaptive routing system the message queues

at one node can be decoupled from those in neighboring nodes, and thus it is possible to model the

entire network by looking at the behavior of queues locally rather than by analyzing networks of

queues. This general scheme can be used to describe adaptive routing systems with di�erent design

parameters by using the appropriate queueing paradigm. We apply the model here to systems with

the two bu�ering schemes given previously, using the birth-death model of queue behavior.

Many simplifying assumptions were made in deriving the models, and thus they are only

approximations. However, as was veri�ed by comparison to simulation data, the errors resulting

from the simpli�cations were often small and the analytic models can be used to predict the general

pattern of behavior of the systems.

The analysis we present here applies to the k-ary 2-cube, also known as a torus or wrap-

around mesh, with unidirectional channels. It was limited to the 2-cube primarily because this

network is one of the most frequently encountered in the literature and in practice. In addition, the

computational complexity of analyzing higher dimension cubes quickly becomes intractable.

Let G be a k-ary n-cube network, with N nodes and E = nN (unidirectional) edges. We

use the following notation throughout the paper:

` : Length of a message in 
its.

m : Uniform message generation rate at any node.

c : Average channel utilization = average number of busy channels in any clock cycle.

� : Average distance between any two nodes in the network.

For a k-ary n-cube with unidirectional channels where a node can be both source and destination

of the same message, � is given by

� = n(k � 1)=2

If the source and destination or a message must always be distinct, which is assumed in our model,

then the expression is:

� = n
(k � 1)

2

kn

(kn � 1)
� n

(k � 1)

2

The relation between the channel utilization and other network parameters, as in [Aga91],

is given by:

c =
m�`

n
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In order to analytically derive the expected latency of a message by modeling the behavior of

the queues at each node, we �rst determine the probabilities governing the arrival and routing of

messages at the queues, and then use these probabilities to predict their expected lengths.

4.1 Message State Probability Distribution

The rate at which a waiting message gets routed out of a node is in
uenced by the number of

channels it can proceed on, which we designate as the message state. In a 2 dimensional network,

any message at a node can be in one of three possible states: (1) it can traverse further in both

the X or the Y dimension, (2) it can traverse in exactly one dimension (either X or Y), or (3) it

cannot traverse any further (this node is the sink). As noted earlier, a message can proceed on a

channel in every dimension whose routing tag entry is non-zero, and thus the state of a message

can be determined by counting the number of �elds in the tag containing zeroes.

Let �i be the probability that a message 
it has i zero �elds in its routing tag. Thus, �0

denotes the average probability, at any node, that the message can traverse along either of the two

output dimensions, �1 denotes the probability that it can go in only one dimension, and �2 denotes

the probability that the message is destined for the sink at that node. It is to be noted that in

practice at any given time at any given node the input 
its in the waiting queue will have di�erent

probabilities of routing restriction, but we characterize them with the same average probabilities

for ease of computation in the model. Because source-destination pairs are randomly distributed,

the parameters �0, �1 and �2 depend only on the network topology and can be computed as follows.

(0,0)

(5,0) (5,5)

(0,5)

(5,0) (5,1) (5,2) (5,3) (5,4) (5,5)

(5,0)

(4,0)

(3,0)

(2,0)

(1,0)

(0,0)A A A A

A

A A A

A A

B

B

B

B

B C

Figure 4: Computation of �0, �1, �2 in a 6-ary 2-cube

We �x an arbitrary source node s. Since the network is symmetric and regular, all nodes

are equivalent and hence �i computed with respect to one node would be the same for all others. By
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considering all possible destination nodes from s and all possible paths to these destinations, and

by examining the various states of a message as it traverses one of these paths, we can determine

the probability distribution of �i.

Consider a destination node d, which is i hops away in one dimension and j hops away

in the other dimension. The distance between s and d is i+ j, and it can be shown that there are

(i+ j)!=(i!)(j!) di�erent minimal paths between s and d. For any such path, we designate as type

A those nodes on the path from which the destination can be reached by continuing in either of

the two directions. Type B nodes are those from which a message must exit using one particular

dimension, and the destination node is a type C node. Figure 4 illustrates the type A, B and C

nodes for two di�erent paths between the source node (0,0) and the destination node (4,4).

The contribution to �0 of a path is the number of type A nodes in the path. Similarly,

contributions to �1 and �2 can be obtained from the number of type B and C nodes in the path.

For example, in Figure 4 the lower path (through (0,4)) contributes 4 towards �0, 4 towards �1 and

1 towards �2.

However, since a path is built sequentially as a message traverses the network, all possible

paths between a source and destination are not equally probable. We use the example of Figure 4

to explain how the probability of taking a particular path is computed. Consider (0; 0) as the

source and (4; 4) as the destination node. Then the lower path (through (0,4)) has the probability

of 1=16 of being taken, since the probability that the message reaches node (0; 1) is 1=2, from which

the probability that the message reaches (0; 2) is 1=2 of that, etc. Once the message reaches (0; 4),

it would reach the destination with probability 1. Hence the probability of taking this path is

(1=2)4 = 1=16. Similarly the other path in Figure 4 has probability (1=2)6 = 1=64 of being taken.

The contributions of each path (taking account the probability that the path is used) for

each destination are accumulated, and the results are then averaged. Table I shows the values of �i

for di�erent size k-ary 2-cubes using this algorithm. Note that these probabilities give an indication

of how much freedom messages have to choose a route, which is lost when deterministic schemes

are used.

4.2 Single Queue Model

In this section we describe an analytic model of the behavior of the single queue bu�ering scheme.

First, we derive expressions which describe the arrivals and departures of 
its on the queue in

terms of message generation rate, channel utilization, and the message state probabilities given in
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k-ary 2-cubes �0 �1 �2

10-ary 2-cube 0.5016 0.3993 0.0991

20-ary 2-cube 0.5780 0.3721 0.0499

32-ary 2-cube 0.6095 0.3593 0.0312

Table I: �0, �1 and �2 for di�erent k-ary 2-cubes

the previous section. We use the birth-death stochastic queueing model to approximate the single

queue behavior, and apply the 
it arrival and departure probabilities to derive the expected queue

length and message waiting time. This enables us to determine the expected message latency for

this bu�ering scheme.

Arrival Probabilities At any clock cycle the number of 
its that can arrive at a node of a k-ary

2-cube can vary between 0 to 3. Let �i denote the probability that i 
its arrive at a node at one

clock cycle, 0 � i � 3. The probability that a 
it arrives at a node via one of the input channels is

equal to the channel utilization, c, and the probability that a message is generated at the node is

equal to the message generation rate, m.

Lemma 1 The arrival probabilities �i; 0 � i � 3 are given by,

�0 = (1� c)2(1�m)

�1 = m(1� c)2 + 2c(1�m)(1� c)

�2 = 2mc(1� c) + c2(1�m)

�3 = c2m

Proof : Zero arrival occurs when there is no arrival through either of the input channels and no

message is generated at the node. The probability of no arrival via the input channels is (1� c)2

and the probability of no message generation at the node is (1�m). Hence �0 = (1� c)2(1�m).

The expressions for �1, �2 and �3 can be similarly derived. 2

Departure Probabilities At any clock cycle in our model at most 3 
its can leave a node Also,

if the input queue is not empty, there is at least one departure from the node. Let �i;j denote the

probability of i (1 � i � 3) departures in a clock cycle when there are j (j � 1) 
its in the queue.
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Clearly, �1;1 = 1 , �2;1 = 0 and �3;1 = 0. When the input queue size is 2, there cannot be more than

2 departures and hence �3;2 = 0. There can be only one departure if both the input 
its contend

for the same channel. The probability of both 
its contending for the same output dimension is

(�1=2)
2, while the probability of both 
its contending for the sink is �22. Thus, the probability of

one departure is 2(�1=2)
2 + �22 = �1;2. In all other cases both 
its can be routed, which implies

�2;2 = 1� 2(�1=2)
2� �22. The probabilities of departures for queue size greater than 2 are given by

the following lemma.

Lemma 2 When the input queue size is bigger than 2 (i.e. i � 3), the departure probabilities are

given by:

�1;i = 2

�
�1

2

�i

+ �i
2

�2;i = (�0 + �1)
i + 2

�
�1

2
+ �2

�i

�

 
2

�
�1

2

�i

+ �i
2

!

�3;i = 1� (�0 + �1)
i
� 2

�
�1

2
+ �2

�i

Proof : The proof of the expression for �1;i follows from the same line of argument given for

queue size 2. For exactly 2 departures out of a queue size i (i � 3), each of the input 
its must

go in at most 2 of the 3 outputs. The probability that an input 
it may go in any of the 2 output

dimensions is �0 + �1. Hence the probability that all the i inputs may go in the same two output

dimensions is (�0 + �1)i. Similarly, all the inputs may also contend for an output channel and the

sink. This probability is given by 2(�1
2
+ �2)

i, since the event of choosing 1 output dimension and

the sink can happen in 2 ways. This total probability also includes the probability that all the i


its contend for the same output, and thus �1;i must be subtracted, yielding the expression for �2;i.

The expression for �3;i follows from the fact that �1;i + �2;i + �3;i = 1. 2

Expected Waiting Time and Message Latency We use the birth-death queueing model

as a �rst order approximation of the single queue, ignoring transitions to states other than the

neighboring ones. In Figure 5, Si (i � 0) represents the system state when the input queue length

is i. In order to use such a model, we have also assumed that our queues have the the Markov

property, that changes in state depend only on the present state, and that the birth-death chain

is aperiodic and recurrent non-null. The forward transitions �i and the backward transitions �i

denote the probability of increasing or decreasing the waiting queue size by unity. The waiting
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Figure 5: Birth and Death Queuing Model

queue size can increase by 1 if the number of departures is one less than that of the arrivals, and

can decrease by one if the number of arrivals is one less than that of the departures. Thus,

�i = �2�1;i+2 + �3�2;i+3

�i = �0�1;i + �1�2;i+1 + �2�3;i+2:

We solve this birth-death system in steady state [Kle75] to determine the individual state proba-

bilities. If pi denotes the probability of the system being in state i (the waiting queue size is i),

then

p0 =

 
1 +

1X
k=1

k�1Y
i=0

�i

�i+1

!�1

and

pi+1 =
�i

�i+1

pi:

Although the chain has an in�nite number of states, with high probability only �nitely

many such states will in reality be attained. Thus, we can approximate the in�nite chain by a �nite

chain with an arbitrarily large number of states, and the in�nite summation above can be computed

to the point when the remaining terms add no signi�cant value to the sum.

Once the individual state probabilities are known, the average waiting time of a single 
it

can be computed in the following way. Let wi denote the expected waiting time of a 
it when the

queue size is i. Clearly, w0 = 0, and w1 = 1, since when waiting queue size is 1 the 
it can always

be routed in the next clock cycle. When there are two 
its in the queue, each of them waits for

the next clock cycle when one 
it is routed with probability �1;2 and both of them are routed with

probability �2;2. Also, if one 
it is routed the queue size decreases to 1 and the remaining 
it would

then require w1 time to get routed. Hence, w2 = 1 + �1;2w1. By extending this argument (i > 2),
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we get

wi = 1 + �1;iwi�1 + �2;iwi�2 + �3;iwi�3:

Given the values of wi, the average waiting time W of a 
it before it reaches its destination is given

by

W =
1X
i=1

piwi: (1)

And �nally, the average latency of a message of length ` 
its is computed as:

T = (1 + `W )� + `: (2)

4.3 Multiple Queue Model

There are two types of queues at each node in this model: the queue that a message enters when

it is generated at the source node and the queues which hold messages arriving from the network.

The two queues di�er in the rate at which messages enter the queue, as well as in the choices of

output channels a waiting message can be routed on. A message on a source queue can only be

routed out of the node, whereas a message on a non-source queue has the potential to be routed

or to be absorbed by that node. In order to evaluate total message latency we must consider that

each message will incur a delay in a queue of type s (source) once and delay in queues of type n

(network) � times, corresponding to the � hops it must take.

The message state probabilities derived earlier must also be modi�ed. Let �s(i) be the

probability that a message on a source queue has i zeroes in its routing tag. A message on a source

queue can be in either of two states (i = 0 or i = 1) depending on the destination of the generated

message. In particular, when i = 1 then the destination is either on the same row or on the same

column as the source, viewing the network as a mesh. Since there are k � 1 nodes on a row or on

a column, and k2 � 1 possible destination nodes from a speci�ed source, therefore

�s(1) =
2(k� 1)

k2 � 1
=

2

k + 1

and

�s(0) = 1� �s(1) =
k � 1

k + 1
:

A message on a non-source queue, on the other hand, can be in one of three states. The

probability distribution in this case can be computed by an algorithm very similar to that described

in Section 4.1, except that the state of a message at the source node does not contribute to the

computation.
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Arrival and Departure Probabilities We �rst consider the case when ` = 1. When multiple

queues are used, at every clock cycle at most one message is allowed to enter or to depart from a

queue. Thus, in this case the arrival rate at a network queue is simply c and the arrival rate at a

source queue is m.

The departure rate in this model is equivalent to the probability of routing a message at

the head of a queue. Unlike in the previous model, however, this probability is a�ected by factors

external to the queue, namely contention from other queues. The probability of a message being

routed out of a given queue is therefore dependent on the absence or presence of messages in the

other queues.

When messages are only 1 
it long, all output channels at a node will be free to carry a

message at every clock cycle. Thus, contention only occurs when several messages vie for the same

output channel. Let Rn denote the probability of routing the head 
it of a message which lies on

a network queue. Rn depends on the states of the other queues on the node, and there are several

several cases which must be considered. Let Cn(j) denote the probability of being in Case j, and

let Rn(j) denote the probability of routing when in Case j.

When messages consist of only a single 
it, the channel utilization c and the message

generation rate m closely approximate the probability that a queue is busy. These values have

therefore been used to compute C(j). The probabilities R(j) on the other hand are computed

by (1) enumerating all possible combinations of states for the messages in the given case, (2)

determining the probability of routing given each combination, (3) weighing this by the probability

that such a combination of states occurs, and (4) summing all the corresponding values.

Case 1: All other queues are empty. In this case the message can always be routed, Cn(1) =

(1� c)(1�m), and Rn(1) = 1.

Case 2: One other network queue is busy and the source queue is empty. Contention occurs in

this case when both messages are in state i = 1 and need the same output channel, or both

are in state i = 2 (have reached the destination).

Cn(2) = c(1�m), and Rn(2) = �n(0) + �n(1) [ 1 � 1

4
�n(1) ] + �n(2) [ 1 � 1

2
�n(2) ]:

Case 3: One network queue is empty and the source queue is busy. As in the previous case,

contention occurs i� both messages contend for the same output channel. Cn(3) = (1� c)m

Rn(3) = �n(0) + �n(1) [ (�s(0) + 3

4
�s(1) ] + �n(2).
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Case 4: All other queues are busy. Cn(4) = cm, and Rn(4) = �n(0) [ 2
3
�n(0)�s(0) +

3

4
�n(0)�s(1)

+ 5

4
�n(1)�s(0) + 7

5
�n(1)�s(1) + �n(2) ] + �n(1) [ 3

5
�n(1)�s(0) + 5

9
�n(1)�s(1)

+ �n(2)�s(0) + 3

4
�n(2)�s(1)] + �n(2) [ 1 � 1

2
�n(2) ].

The corresponding probabilities for a source queue are determined as follows:

Case 1: All other queues are empty. Cs(1) = (1� c)(1� c); and Rs(1) = 1.

Case 2: One other network queue is busy and the source queue is empty. Cs(2) = 0.

Case 3: One network queue is empty and the source queue is busy. Cs(3) = c(1� c), and

Rs(3) = 2(�s(0) + �s(1) [ 1 � 1

4
�n(1) ]):

Case 4: All queues are busy. Cs(4) = c2, and Rs(4) = �s(0) [ 2

3
�n(0)2 + 3

2
�n(0)�n(1) +

2�n(0)�n(2) + 4

5
�n(1)2 + 2�n(1)�n(2) + �n(2)2 ]

+ �s(1) [
1

2
�n(0)

2 + 6

5
�n(0)�n(1) + 2�n(0)�n(2) + 5

9
�n(1)

2 + 3

2
�n(1)�n(2) + �n(2)

2 ].

Finally, we see that

Rn =
4X

j=1

Rn(j)Cn(j) and Rs =
4X

j=1

Rs(j)Cs(j):

Expected Waiting Time and Message Latency Using the the probabilities Rn and Rs, the

arrivals and departures from the channel queues can be modeled as a Markov chain as in Section

4.2. For a queue of type n, the transition probabilities � and � are given by:

�0 = c, the channel utilization rate

�j ; j � 1 = the probability of 0 departure and 1 arrival = (1�Rn)c.

� = the probability of 1 departure and 0 arrivals = (1� c)Rn.

Similar expressions can be derived for a queue of type s.

The state probabilities pi are computed as in Section 4.1. The expected queue length E

(for either a source or a network queue) is determined from the equation

E =
j=1X
j=0

jpj ;

where the pj for the appropriate queue type is used, and Little's result is used to determine the

waiting times

Wn =
En

c
and Ws =

Es

m
:
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Finally, given the waiting times above and the average message distance �, the average

message latency is computed as

L = �Wn +Ws:

Multi Flit Messages When the message length ` is greater than one 
it, the model must be

modi�ed in several ways:

1. Additional cases must be considered, to take into account the situations when a channel is

busy because a previously routed message has control of that channel.

2. The values c and m can no longer be used to approximate the probability that a network

queue or a source queue will be busy, except when channel utilization is very low. Instead,

values of the Markov chain state probabilities were used. The analytic computations were run

iteratively on increasing values of the channel utilization, using a very small step size. The

values of pi in one iteration were then used to approximate the channel state probabilities

(busy or non-busy) at the succeeding iteration.

3. The transition probabilities in the Markov chain were modi�ed to account for the new cases,

when queues are non-empty but the �rst 
it in a queue is not the head of a message.

4. Message latency was computed as L = (�+ `� 1)Wn +Ws; to include the time it takes to

absorb the non-head 
its of a message.

It should also be pointed out that when modeling multi 
it messages, the 
it arrival

probabilities are no longer strictly independent, and thus the analytic model must again be viewed

only as an approximation.

5 Experimental Results

A discrete event simulator was developed in order to verify the mathematical analysis and to

further understand and evaluate the performance of the adaptive routing system. The parameters

of a simulation run include: the network dimensions k and n, the message length, the number of

\warm-up" cycles simulated, and the message generation rate. At every clock cycle, the simulator

does the following: (1) generate new messages at random nodes with random destinations, (2) route

and forward existing messages, and (3) absorb messages which have arrived at their destination.

The simulator can be con�gured to use either of the adaptive bu�ering schemes, as well as dimension
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ordered routing. All measurements were taken only after the system had reached steady state, as

determined by the stabilization of the channel utilization. Moreover, in order to minimize sampling

error, the latencies were generated by averaging the results of multiple runs.

5.1 Model Validation

The average latencies obtained from the simulation and analytic results are plotted in Figures 6 and

7 for both bu�ering schemes with 1 and 8 
it messages respectively. Both graphs display average

latency, which is the average number of clock cycles it takes from the time a message is generated

to the time its last 
it is absorbed, over various levels of channel utilization. Channel utilization is

taken as the percentage of network channels that are busy at every cycle. Channel utilization is a

function of message length, average distance, and message generation rate, and as such allows us

to arrive at a fair comparison between varying sets of parameters.

For the shorter messages, the graphs show a very close match between the values predicted

by the model and those obtained from simulation. For longer messages, the analytic model tends to

underestimate latencies slightly. Computation of percentage errors for the simulation and analytic

models show that at channel utilizations up to 60%, the error in latency is well below 8%. Thus,

while the analytic model does not describe the system exactly, it gives a very good approximation

with little computational e�ort.

Aside from measuring latency, the simulator also tabulated the various states of the mes-

sages going through the system. This was done in order to verify the routing probabilities �i

which were derived as part of the analytic model. The data generated by simulation show that

the distribution of the message states is very close to that predicted analytically. Moreover, the

state probability distributions were minimally a�ected by channel utilization, and remained almost

constant throughout the life of the experiments. The simulation experiments also generated data

on queue length distribution, channel utilization, and waiting times. Again, the simulation results

closely matched those predicted analytically, validating the assumptions made in developing the

models.

5.2 Performance Results

In this section we present and discuss the result of the performance evaluation of adaptive and

deterministic routing schemes. The objective of this evaluation is not to demonstrate the superiority

of one scheme over another, rather to assess the impact of the various parameters a�ecting their
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Figure 6: Comparison Between Model and Simulation for 1 Flit Messages

single queue model

analytic
simulation

latency (cycles)

% channel utilization

15.00

20.00

25.00

30.00

35.00

40.00

45.00

50.00

55.00

60.00

65.00

70.00

75.00

80.00

85.00

20.00 40.00 60.00

10-ary 2-cube

20-ary 2-cube

32-ary 2-cube

multi queue model 

analytic
simulation

latency (clock cycles)

% channel utilization

15.00

20.00

25.00

30.00

35.00

40.00

45.00

50.00

55.00

60.00

65.00

70.00

75.00

80.00

85.00

20.00 40.00 60.00

10-ary 2-cube

20-ary 2-cube

32-ary 2-cube

Figure 7: Comparison Between Model and Simulation for 8 Flit Messages
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performance in order to gain a better understanding of the advantages and drawbacks of each

scheme.

Latency Figures 8 and 9 compare the average latencies using deterministic routing to those of the

two adaptive routing schemes. In all cases, deterministic routing exhibited the worst performance,

and the single queue bu�er model had the best performance. The graphs show a slight improvement

in latency for two dimensional networks, and a signi�cant improvement in three dimensions. The

trend suggests that the performance gains will be even more signi�cant with higher dimension

networks. Such networks, however, pose serious realizability problems.

The experimental data reveals the following:

� In the two dimensional networks, at low channel utilization dimension ordered routing per-

formed as well as adaptive routing. This suggests that in this case, when messages are blocked

adaptive routing cannot take advantage of the multiple paths. This will occur when either

messages have only one choice of channels or when there are three messages competing for

only two output channels. In higher dimensions networks messages will in general have more

choices of channels on which to proceed, for a same average distance, and similar situations

are less likely to occur. Thus, in the three dimensional networks, there is a distinct di�er-

ence in average latency between adaptive and dimension-ordered routing even at low channel

utilization levels.

� One of the implicit assumptions in using deterministic routing is that if messages are suitably

distributed in a network and channel utilization is not excessive, then the amount of tra�c

contention would be minimal, and messages would not need alternative routes. The graphs

for deterministic routing show, however, that even at low channel utilizations the message

latencies are greater than the minimum required, and that latencies increase rapidly. This

indicates that even when there is little tra�c on the network and messages are uniformly

distributed, contention and blocking still occur.

� As channel utilization increases, so does channel contention, and at 50% or 60% channel

utilization the di�erence in average latency between adaptive and deterministic routing is

quite large in both two and three dimensional networks.

� As message length increases, so too does waiting time at a queue. As a consequence, perfor-

mance improvement of adaptive over dimension-ordered routing also increases with message
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length.

E�ect of Bu�er Organization The two bu�ering strategies for adaptive routing both used

queues that were associated with input channels. This delays the assignment of messages to output

channels, and allows the algorithm to use the most current state information in optimizing the

assignments. The drawback of this is that in the multi queue model, messages at the head of a

queue may block other messages which arrived on the same input channel, but which may have a

free output channel on which to proceed. This situation does not occur in the single queue model

when the window size is large, and thus this model had lower average latencies. This is similar

to the use of virtual channels for performance improvement as proposed in [Dal92], where the

virtual channels are used as passing lanes to overtake blocked messages. Another approach would

be to devise a bu�er organization scheme which incorporates the best features of input and output

channel bu�ering. Note, however, that in the three dimensional networks, the two models had very

close latencies at low channel utilization levels, and it was only at about 40% channel utilization

that this intra-queue blocking becomes a factor.

Maximum Queue Length The maximum queue length was also measured for each simulation

run. Table II compares lengths for the multi queue and dimension ordered routing models. The

data indicates that maximum queue length is greater in dimension ordered routing than in adaptive

routing. At higher channel utilizations the ratio of maximum queue length is often a factor of two.

Note that the deterministic model makes use of output queues (since output channels

are statically known when the message arrives). Output queueing strategies are known to have

shorter queue sizes [KHM87]. This result suggests that an adaptive routing scheme with an output

queue strategy would have even smaller maximum queue sizes and that adaptive routing is better

at balancing communication load among channels.

The data generated from simulation also indicates that for both bu�ering schemes the

most frequent queue size encountered was either 0 or 1 
it, even at high c or with long messages.

This suggests that the choice of virtual cut-through over wormhole routing may not necessarily

require much larger bu�er space, specially if virtual channels for deadlock avoidance are already in

use.
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Figure 8: Average Latency, 2 Dimensional Networks
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Figure 9: Average Latency, 3 Dimensional Networks
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adaptive multi queue dimension ordered

c = 30% 50% 70% 30% 50% 70%

k = 20; n = 2 16 19 30 28 41 73

k = 32; n = 2 16 20 32 25 33 65

k = 10; n = 3 17 25 43 40 63 106

k = 15; n = 3 16 24 35 39 49 89

Table II: Maximum Queue Length (in 
its), Message Length = 8

6 Conclusion

In this paper we have analyzed the performance of a basic idealized adaptive routing scheme.

We developed analytic models to describe the system's behavior and veri�ed the models against

simulation data. The analytic models make use of message state probabilities, and can be modi�ed

to apply to other system designs. Our routing algorithm decouples queues in one node from those

in its neighboring nodes in the sense that messages leaving a queue in one node are distributed

to the neighboring nodes non-deterministically. This enables us to model queue behavior locally,

which greatly simpli�es the computation. The analytical model was validated experimentally using

a detailed simulation. Results show a very close match between the simulation and analytically

derived performance measures.

The analytic and simulation data indicate that the idealized adaptive router can exploit

multiple minimal path alternatives even in networks with dimensions as low as three. It can

therefore outperform a dimension ordered router when the number of alternative paths is large as

in large dimension networks or when the cost of message congestion is high as in large size messages.

The data also indicates that routing performance is strongly a�ected by the bu�er placement and

organization scheme used in the system.

Adaptive routing is an expensive and complicated procedure, but it can potentially deliver

high performance in interconnection networks. As shown in this paper, however, its performance

is not dependent on one single factor, but rather on the interactions between various network and

message parameters. Future work will address the impact of some of these parameters, such as the

use of wormhole 
ow control, changes in selection policies, and the addition of deadlock avoidance

mechanisms. It is important to understand the e�ects of these and other design choices on adaptive

routing, in order that they may be e�ciently utilized in future multicomputer interconnection

networks.
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