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ABSTRACT

Human-computer interfacescieasingly rely on vision as graphiaader interfaces are
becomingmore prevalent. Unfortunately, as thiend continues people withlindness face an
increasing number of obstaclesgainingthe same kind of high-powered information access and
computing that sighted users ateming to enjoy. Manyattempts to providenon-visual
interfaces use unsuitable techniqueseare considerablgaps in the support theterface offers
the user with blindness.

Users with blindness should havéhe same computational and information access
opportunities as sighted users.nlYOwith such opportunities can users whhndness bdully
integrated into an information age society. The development of softwasethatallow efficient
information access and full use of computers is therefore crucial.

This paper attempts to create imcreased awareness of tikerface needs of computer
users withblindness. Several consideraticm® presented that reon-visual interface designer
should address in the developmentirderfaces for users witbhlindness. Solutions tomany
obstacles encountered in the development of swiehfacesare offered. Finally, this paper
consolidatesnany ofthe findings of research fonformation presentation ithe area of non-

visual human-computer interfacing.
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1. INTRODUCTION

The evolution of computer technology in the past dechde brought increased
opportunities for the integration of people witindness into an informatiomge society
(Scadden, 1984). Traevelopment of thekills necessary for a person wibhindness to function
to his orher fullest potentials in such a society hasthe past, ben impeded byhe limited
availability of textbooks and educationalaterials usable bghe person wittblindness (Laarro,
1990). Similar obstacles had to be overcome in the transcriptiomfofmation generated by
individualswith blindness into media accessible by sighisdrs (Hatlen and Curry, 1987; Croft,
1985). Though peopleith blindnesswvereable toread and write iBraille, the typical sighted
person wasiot able to makause ofBraille coded information. In other words, nomly was
access to information limitedyut when access waavailable, communicatiobetween people
literate inBraille and people withouBraille skills presented a problem. The solutionatbthese
hindrances has come the form of modern computergspecially inthe area ofinformation
access, where it became possible to provide electronic tedy estrieved and processed by
computer users who atdind (Croft, 1985). Not all of these opportunities have beély
exploited, however, for there afew systems that allow persons withindness toreach the

highest level of productivity.

Full integration of people witblindness into this society meamst only providing access
to computers, but alsgevelopingtools equivalent inpower and efficiency tothoseavailable to
sighted users. The requiréabls must beruly interactive, providemmediaterepresentation of
the manipulated objects, and make any changes to manipulated objects apparent at once (Schmidt-
Lademann anddirre, 1984; Durre, 1986). Furthermore, integratshrould be enhanced by
providing a means dextual information exchange between users with sight and wsiisut

sight. Thedefinition of information exchange shouldt merely be inferred asteansfer of data,



but as arenvironment that provides simultaneous collaboration betwe#n sighted users and
users withblindnesswithout sighted usersaving toknow Braille or anyotherspecial means of
non-sighted communication (Schmidt-Lademann Riide, 1984; Durre and Durre, 1986; Durre
and Glander, 1991).Finally, improvingintegration meansot only usingthe computer as a
valuabletool, but as aractive aid tosupport the user averystep of an operation and in the

various activities of day-to-day life.

To design a system with the goal of achieving full integration, it is necessary to understand
the specific needs ahe user. Fonon-visual interfacéNVI) users, theabsence of sight means a
lack of the most powerful mode ddata acquisition (Durre). While this may seem a very
superficial statement, it encompasses many subtle aspects the visual interface (VI) user may not be
aware of. Theeye provides a way of simultaneously taking in far-ranging spatial images and
perceivingmany pieces of informatiorabout ourworld, eventhough ourfocus may only be
directed at a few pieces any given time.There is no othelhuman sensaboutwhich thisclaim
can be made. The user without sight hasetp ontwo primary methods of datacquisition:
Audition and Haptics. Audition ithe attainment oinformation through the sense diearing.
Haptics is the perception provided by the sendewfhand orientation of onelenbs to oneself.
The main drawback to audition is its temporal naturehich makes conveyance of spatial
relationships difficult, inot impossible (Bliss,1980). It also provides a narrastiannelfor the
user, in that the user can focuswamy few auditory items before loss of informatmecurs. One
needonly examinghe age-old courtesy @lllowing justoneorator at a@ime to speak torealize
that information reachinghe ear caronly be selected from very fevgources atny instance.
Haptics can make up fdahe lack of dimensionality iraudition, butonly in a limited vay. All
spatial relationships beyorithe touching range of arms am@dnds (and to a certain degree
extensions of the hand, such as a canelitarally out of reach. The usablarea for sensory

information acquisition is considerably curtailed compareth¢éoarea that isxplorable by sight.



Onemayalsonote that in theend it isonly the fingers of an individuawith blindness that reveal
the fine-grain details of angbject, which further limts the sensing of relevant information from

the individual's environment.

These limitationgesult in a more complemental model othe individual's environment
sincethe various states of trenvironment, andhe activities needed to perfortasks in that
environment, are modifficult to perceive. A wallacross a room, fanstance, isiot merely the
homing in onthe targetocation and real-time avoidance of obstacles (as thelsighted user),
but requires the computation of the target's probsyial relationship to onetsirrent position
and the subsequentapping of aroute that Wi lead tothe targetocation without encountering
known barriers. The result is the need by the personbiiitinessfor more "operators” in the
achievement of any task, that is, additional stefsiiding mental imageand added processes in
creating mental mappings. Thet effect is an overall increase in complexity to aagk. The
NVI designer has to be aware thsgemingly simpletasks to a sighted usemnay require
considerably more effort on the part of the user who is blind. Therefore, it is important to remove

any user operations that do not immediately lead to the goal that he/she is striving for.

The focus of this paper will be on the software and hardware awaikble to blindusers,
since the toolsdeterminethe constraints of the NVIs, and those aspect&aphical User
Interfaces (GUIs) that amfficult or inadvisable tacreate as NVEquivalents. While text-based
interfaces do require some changes to better adiiressser's needthey arealready in a form
that generallyaccommodates the NVI user and thus i call for complex transformations
(Edwards, 1989 {2}). Thencreasing prevalence @UIs, on the othehand, wll make access
increasingly burdensome for NVI users as GtHgpitalize on qualities providetiroughvision
(Edwards, 1989 {2}; Scadden, 1984; Ternlund, 1991his paper vill attempt tooffer solutions
to theproblems encountered making suchaccessvailableand suggest some techniques for re-

creating the power and efficiency of GUIs in an NVI environment.



2. PHYSICAL INTERFACE OPTIONS FOR PERSONS WITH
BLINDNESS

In today's design of interfacdésr VI users,many hardware features througthich the
user performdile anddata manipulationsuch as the standard keyboard and monitor, are taken
for granted. Even the mou$as become so commonplace thany user environments are
tailoredtowardits use. Would a curremtay GUI designer even consider gearing an interface
towards punch-carthput or sufferingthrough hardcopy-onlyoutput? Yetsome of the tools
available to the NVI user shosimilar traits of useunfriendliness athe above input/output (1/0)

devices, albeit not to that extreme.

This chapter is devoted to the description of i@ devices commonly available to NVI
users,since any interfacedesigner whavishes to accommodate accéss users withblindness
must consider thdimitations and requirements dhese devices. There ate/o forms of
interfacing possiblepne involving "manual” manipulatiorand the sense dbuch, the other

making use of voice and hearing.

2.1. Input devices

Input devicesfall into two categories: tactual and voice input. "Tactual" refers to
anything pertaining tdhe sense ofouch. In the context of computerterface devices the
meaning isnarrowed down taany activity thatrequires the user to explore the Ii@erface
equipment withthe fingers. Tactual input deviceme all, except for one, borrowefiilom "the

visual world."

2.1.1 Tactual input devices

The mostaccessible device the standard Qwerty keyboard. As with sighted users, any

user with blindness who is able to type will be able to make use of the keyboard as a primary input



device. Users who cannot or ameable to type W have to make use of voice-input devices,

potentially combined with some of the pointing devices mentioned later.

The only difficulty and slow-down for the NVI user in operating the Qwerty keyboard is
created through the lack of visual feedback while the user places his/her hands on the board.
More time is needed for further tactual checks on the keyboard or for more frequent feedback
from the output, since the user cannot affirm correct positioning of the hands through a simple

glance.

The main alternative to the Qwerty keyboard is found in Braille keyboard (Lazarro,
1990). In itssimplest form, it consists of 9 key$our for each hand aritie space bar. Asith
the Qwerty keyboard, thiaumb's sole functiohies in depressing the space bar. Each letter or
character is formed by depressingambination ofthe keys. For example, depressing keys one
andsix will yield the character "livhile the combination of key®ne,two andsix translates into
'2'. Though thisnay seem difficult to learn inthe eyes of a sightedser,experience has shown
that Braillekeyboard users can do agll as or bettethan Qwerty keyboard users. Oowely
needs to consider that each key tbe Braille board corresponds to @ot in Braille code to
understand the advantagetbis keyboardover the "key-to-character” type keyboardBraille
key combinations can directly be translated iBi@ille dot configurations (Lazarro, 1990).
Consequently there is ritme wasted inreaching for distinckeys as witithe Qwerty keyboard,
sincethe fingers never leavéhe assigned keys. A further advantage is that user il find it
next to impossible to put the fingers in a wrong position: either each finger is touching a key, or it
is not (Schmidt-Lademann anBurre, 1984). The &ain drawback of theBraille keyboard is
found in itslimited availability. It is highly unlikelyfor a NVI user tofind a Brailleboardunless
he/she has made prior arrangements caig/ingone along tahis/her destination. Thignited

customer base for Braille keyboards also makes them quite expensive (Bowe, 1987).



A hybrid of readily availabl&eyboard hardware crossed wlhaille Boardcharacteristics
can be found irBraille keyboard emulation. This technique assitresfunctions ofthe Braille
keys to selected keys on a Qwerty keyboard. hbme-row for the Qwerty keyboard, for
instancemay substitute for the eighkeys ofthe Braille keyboard. In thigontextthey no longer
carry theoriginal character valuedut their correspondindot codes instead. The user does not
have to abandon the preferred way of information input in situations wheBeaitie keyboard is

not available. The only sacrifice to the user is the decreased security in finger placement.

In considering non-textual input devices, it is important to understand that the yélson
blindness navigates with degocentric frame of referenceather than "a geographfcame”
(Easton and Bentzen, 1987)nlike a sighteduser, whomay mapout his/herroute oftravel by
envisioning gpathfrom point A to point Btheindividual with blindnessprefers toenvisionthat
path as a movement frohis/hercurrent position to thénal destination referencingiany smaller
sub-points. Thus, planning a trip to the favorite grocery store is not a matter of "I will walk to the
store atavenue A and boulevard Bjut instead of "I Wl move in this direction until | hit this
landmark and then make a @&gree turn and proceadhtil | arrive atthe store." Such
referencing directly influencethe benefits and drawbacks a@he variousnavigational input
devices since onlythose with an inherent "null" position wil provide the most direct
correspondence to theself-referenced" framgEdwards, 1989 {2}). Common "null" point

devices are the joystick and the arrow keys.

Thejoy stick, theprimary "null" point device, "emulates” in iteactivestate the cursor at
rest. Upordeflection ofthe stick the cursor imoved in the direction of the deflection, the speed
controlled by the degree of deflection. j@ystick provideghe blind user with thefamiliar sense
of "move-from-here" action. The advantage of a cordigplaying thistype of behavior can be
seen in thenany applications involving man-vehicliateractions in which stick-like devices are

used. Pilots of combat planes, for instance, use joy-stick related caovitictsprovide a better



sense of direction in each control-activated movement th&nasfor othertypes of steering
devices. As an added advantage, the concept of movement associated with the joystick provides a
naturalbinding ofthe cursor to darge scale grid, such as'lame and column“raster,which in

most cases will approach the highest resolution an NVI user can take advantage of.

The arrowkeysmayalso beclassified as a "nullpoint instrument. This option should be
almostuniversally available, sincthe arrowkeysare part ofpractically any Qwrty keyboard.
The biggest obstacle in their usgy bethe non-standardized placemerggquiring userswith
blindness tospend moretime familiarizing themselvesvith the particular keyboardayout
whenever they encountelifferent keyboards. As witthe Qwerty keyboard, there is also the
higher risk ofwrong placement othefingers, aggravated life variable layoubetween different
keyboards. Arrovkeys, additionally, suffer from a lack speed control afforded by th@ystick.
Whenthe keys are pressed, the cursor keepeving atthe same speed, makirtge keys less

friendly for browsing through or skipping of text than the variable-speed joystick.

The mouse and its counterpart ttnack ball are, at best, substitutes for jbgstick
(Edwards, 1989 {2}; Bowe, 1987). Mouse and track ball require a high degree of visual feedback
and cannogive the NVI user the secureame of referencéhe joystick provides, since their
principle is based on "drawirthe path" for the cursor. Thgrid of operation for the mouse is
essentially pixel-sized. In normsituations such a grid of operationta fine-grained to be of
use to the person who BMind. Unfortunately, nce are too prevalent for the NVI user to
completely avoid them. The partial solution is to simulate a joystickoogining the mouse
movements to a large scabester. Thenovement othe mouse can theamulatethe action of a

joystick.

A final option for navigational input is found wit©utspokenwhich is anauditory user

interface for people with blindness (Edwards, 1991). Outspagsign<5UI controlfunctions to



the keypadsacrificing conventional keypad numbigput and manipulation (Figurgé). The
redesigned pathcludesfour keysfor vertical and horizontal movememne forselecting items
and another to control "drag and release" operations in the BAbd.more keysare reserved for
special functions:the menu key placethe cursor in thenenubar, while the windowkey brings
up a special menu listingl open windows. As with tharrow keys, universaavailability of this
navigational mechanism iBnsured, although there is a greater propensity for incoiinger
placement. A further drawbadiks inthe need for the user taemorizethe key function layout,

which at least initially might affect productivity.

Menu Win- Mark Goto
dow
Top Up Where Info

Left Select Right Spell

Find Down Scroll

Say/
Stop

Drag/release Cancs

Figure 1: Layout of Outspoken's redefined keypad (Edwards, 1991)

2.1.2 Voice input

Voice input, thoughwidely available, is still ints infancy, making itpracticalonly as a

replacement for textuamlommand entry. Athe current rate aflevelopment, however, this may



not hold true formuchlonger. There are quitefaw barriers, as compared tactual input, that
must be taken into accouwhen using voice mediumkFirst, for thesystem to clearly recognize
spoken input the user must possesatively goodpronunciation, pitch andtherspeech qualities
(Normand, 1991). Foreigners or usevgh speech impairmentsiay find themselves at a
disadvantage iiny of their speech characteristics dot fall within the range expected by the
voice recognition system. Secondihe systems have to be retrained with each neer,
creating more of ame overheadBowe, 1987). Finally there is gosychologicafactorinvolved

in that manyusers expresshibitions tointeracting vocally with anachineg(Normand, 1991). A
common example aheseinhibitions isfound in the reluctance ahanypeople to speak to an
answering machine. Sudhhibitions may beaggravated by the presence aher people,
especially ifthe operations are to be kequnfidential. For example most users woulgrobably
prefernot toverbally initiate achange in a passwowhile in the company of fellow employees,
or if there is gossibility of beingoverheard by some unknown listener. Voice input also poses
the problem of lack of guidance withespect tosyntax and vocabulary (Normand991).
Discoveringthe specifics of a querformatmay betedious,especiallyfor NVI users, who cannot
fall back onto visualhelp. For instance, there could be a multitudepafssible commands for
unmakingthe last voice entryundo,unmake, erase, delete, and @@ Then there could be
combinations involvinghe formercommandsundo last, erase previous, etc. Anotheblem is
noisy environmentswhere some of the backgroumibise can be picked up and turned into

erroneous input, or mask the input entirely.

While there areproblems withthe use of voice as input, there are sonagicationsthat
voice commands can be ma#icientthan the corresponding keyboard entries. One dtudyd
that an overall speed-up of betwdem and ten percent can be achiewedken hot key input is
replaced with its voiceounterpart (Pausch and Leatherby, 199Hot keysare alsacommonly

referred to as keyboard macros). Reasons for the accelerati(i) aognitive, inthat the user



does not have to perform a cognitive context switctvéaeing the command, asakesplace with

the use ohot keys; and2) physical, in thathe user does not have $pend time homing in on

the hotkey and then returning tthe original position. The same should holttue for any
navigational or pointing commands since thieg involve the mental translation anghysical

actions necessary to activate the appropriate keys. In text-based user environments, such as DOS,
the advantagenight begreater yesince eactoperation there consists of an entire sequence of

key entries. In summary, voice commarmday not be thedesirable mediunfor any control
sequences requiring strings of terdast may be asuitable replacemenfor entering short

commands.

2.1.3 Tactual input devices versus voice input

Currently onlytactual input provides th#lexibility and accuracy needed tiperate a
softwaresystem effectively. Ashe population becomes more computer literate, taatpat
should become less of an obstacle to people with non-congenital blindness. Voice input is still too
limited to serve as a complete substitute for tactual inpuhile voice inputmayfunction well as
a command, navigational armbt key supplement tdactual input, voice input bitself is too
rudimentary in itsvord recognition capabilities anbo prone to errors. Tentativdudies also
seem to indicate théiheincidence of repetitive motiomjury is higherwith voice input than with
other means of input. (While repetitive motioninjury is usuallyassociated with the arms and

hands, it can apply to any part of the body, as in this case, the larynx).

2.2. Output devices

Outputdevicesmay begrouped into three categories: Tactdevices, tactile devices and
speechoutput. Tactual and tactile devicesre similar in nature andmight also be seen as

subgroups of the same category.
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The definition of tactual, with respect toutput,incorporates the understanding that the
displayed information is of a&tatic naturemuch like Braille intextbooks for peoplewith
blindness. The user has to rums orher fingersover the "touch'tlisplay to gain a mental image
of the information providednot unlike a sighteduser visually scanning a text tanlock its
meaning. One can experiertbe process bieelingsome of theBraille codes provided omany

elevator control panels, on room number signs and on the panels of some ATM machines.

"Tactile" adds thedimension of animation tohe qualities of atactual output device.
Imagine anelevator Braille code "plate"which is capable of raising and lowerinige "little
bumps". Now the "plate” would havethe ability to represent variousther characters. To
represent a word orsentence, the "plate” woutmhly have to supplgll charactergonsecutively
in that word orsentence, without the uskeaving to movehis or her finger fromthe plate. The
same principle applies to tactibitputdevices. Thegreate the sensation nfovement beneath
the user'dingers, eliminatingthe need for active exploration on tpart of the user. Visual
examples can be found many ofthe displayboards in football stadiums and elsewhere that use
arrays ofindividual lights to formletters. By"moving" the letters across the board, thewer
experiences a sense of scannihg displayedtext. Though thedisplay permits only a few
characters at a time, one coelavision reading entireooks in such &shion. Thealefinition of
tactile also lintts its use tooutput devices, sinceutonomousmnovement in anynput devices

would most likely not be welcome by any user.

2.2.1 Common features of tactual/tactile devices

Unlike tactual input devices, tactual/tactibeitput devices bear no resemblance to their
visual counterpartsAll are based omechanical stimulation dhe user's sensory perception in
the finger tips. Currently, thenly way to accomplish this #hrough the use of arrays title

pins, whicharelifted andlowered to form largepatterns (Lazarro, 1990). Tickea behindhese
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devices isimilar to what formsimages on monochronraonitors. Thepin isreplaced by gixel,

and theequivalents to "lowered" and "liftecire "dark” and'illuminated,” respectively. The
analogy ends at the granularity. Arrays ofefpare measured in the thousands; tactile arrays are,
at best, in the tens. Thelative coarseness of tactual/tactletput devices stems ipart from
physical limitations in trying t@rrange large arrays ofechanicallyactivatedpins in a way that is

still affordable tothe user, but alsérom the limitations in "fine-feel" thatthe human sense of
touchcan provide foinformation intake. Though it igossible to sense even minute differences
in surface texture, for a person to sense the distinct featurendkatupthe texture, the features
have to be sufficiently large, somewhere in the measure of millimeters. The closestxasuyale

might be found in the aforementioned light array billboards found at many football stadiums.

The most profound consequence of touch-aniiput is thdoss of the "third dimension".
GUIs make use of thithree dimensional effect in abundanderough visual metaphors. We
recognize folders in these interfaces because lib@ly somewhat like the "real thing". The
Macintosh trash can is easily recognized, because it has the familiar garbage can outline. Even the
desktop isnamed as such, because stacking up windowagsely similar to stashingarious
piles of documents on the desk. Even though the windowsliaptayed on awo dimensional
surface, the visuamage allowsfor a limited addeddimension bycreating a "real-worldVisual
mock-up. This is not true forsensoryoutput devices. Usinghe example ofthe light-array
billboard, creating an acceptably user-friendBJl with simple on-off imaging is almost
impossible when suchmaging is combinedvith very low resolutionwhich is the nature of
tactual/tactileoutput. Furthermore, the sense toiuch cannofind the equivalent sensation of a
"portrayed” thirddimension, when it is itontactwith a flat surface, such as a sensoutput
device. The Macintosh trash can, presented on a taatiritdevice aghe equivalent formation
of lines does not "feel" anything likbe pictorial object it represents. niierelycomes across as a

"bunch of lines". Neithedoes theoutline of a folder translate tactually intoe real-worlditem.
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Taking this intoaccount, it isimpossible torepresent the thredimensionalityand imagery of

GUIs as a direct tactual/tactile translation.

A further consideration in the use of tactual/taatilgputdevices ighe relatively narrow
information intake. Six pins isthe minimum number needed teepresenany standard character,
excluding "special" features, such as capitalization. (While it is possible to repagigaization
through two-character codes, each character icdide isstill a separate entity).Six pins also
approaches thanmaximum number of pins auser with blindness caneffectively use in
distinguishingseparate pieces of information. Compared to visiaimation intake, it means a

considerable reduction of the possible options in the display of information.

2.2.2 Tactual output devices

The Braille display isthe primary example of &actualoutputdevice. In its basic form, it
consists of aow of 20cells, each cell providingix or eight Braille pinsfor displaying static
configurations of Braille text. Incidentally, one magte that théBraille codeused for computers
is not thesame ashe conventional Braillecode. Although it is possible to use a conventional
Braille code in computing, it doesot offer the context-freenapping ofcomputerBraille to
ASCIl or otherwidely accepted character codedvlany words in conventional Braille, for
instance, may be expressed as single symbols, picking ufirbbemeaning fronthe surrounding
text. This results in an additiondével of translation between the userterface and any

applications, requiring further resources not needed with computer Braille.

With six points for each Braille display cell it is possibleetawode 26 letters, Idigits and
20 signs. To expanthe repertoire it igecessary t@dd a seventh pirwhich then permits
representation of capitalization anther morespecialized textualeatures. The same can be
accomplishedhroughvibration inthe pins. This isnot theequivalent to a tactile displagince

the formation of the characters tak@gacethrough theeslevation ofthe pins, not their movement.

13



The user has to actively scre constellation opins to derive any meaning. Many displays also
offer eight pins and vibration to vastly expamegresentation of characters and, atsémme time,

offer a means of pointing out special textual features, such as bold, italic, etc.

It might seem that a display of 20 sets of six pingHexmostbasic displaymay bemore
limiting than a larger array of pinbut one needs to reméer that in either cagée user istill
limited to the sensonassimilation of information. The small displayprovides a nice means of
defining the current work area Hdyinding the displaywindow to the software cursor (Sclih
Lademann andirre, 1984; Durre and Glander, 1991). dther words, the cursor mways
contained withinthe 20 charactedisplay, usually,but not necessarily, inthe center thereof.
Whenthe computefjumps” the cursor to a new positioaych as in avord search, the user is
automatically lead along. Theser does ndtave to spend timinding the new working position
by searching fothe cursor, as would be the case in a ladigplay. In additionthe computer
automatically knows wherthe user igointing withoutthe useihaving toperform a special point
operation. This alsofulfills the "see and point(or in this context"feel andpoint”) guideline for
the Apple Desktop Interface (Apple, 1987). The user sensesitdma of interest and
simultaneously maketeitem's positiorknown to the computerAlong the same line, "feel and
point" addresses the egocenfrieme of reference mentioned before. Tiser does ndtave to
worry about the path to the cursor; the cursor acts as the anchor poinwfifomto initiate
further actions. Unfortunately, theam drawback to a comput@raille based systertes in the
currently lowBraille proficiencyrate ofonly ten percent for potential users. stverely limits the
audience to which a Bralille-based systeray appeal. One needs to remember, howetet,
most users with congenitblindness, blindnessating from birth, Wi be familiar with Braille and
that this system is primariliargeted athis group of users. Theame istrue for thefollowing

example of a tactile device, the Optacon, though to a lesser extent.
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2.2.3 Tactile output devices

The Optacon wawriginally designedwithout the computer iimind, as itsfull name
"Optical-to-Tactile Converter" may suggest. It was designed to make written matailable in
tactile form. Withtherise ofthe computer, the Optacon attained a new purpose and is now the
primary means of displaying computartput. The earliest Optacon provided a pad of 144 tactile
pins, assembled in an array of 24 rows and 6 colythesnew Optaconombines 20 rows with 5
pins each). The Optacon was connected to a camera thwwhigh text or diagramsvere
scanned. The "black” portion of the scanned images "showed" as patteibratofg pins on the
pad. A character of written teessentiallyshowed as a vibrational outline ¢ime pad. Once
hooked up to a computer, however, the Optacon's role becomes muchanebie(Durre etal.,
1984). Now thedisplay of information in Braille as well as platext, with the convenience of
variable sizes, is possible. Graphioaltputcan also be displayed in its rudimentary form, with

the added ability to zoom-in on, and out of, any section of the displayed graphics.

The Optacon is placed in the tactile category becauseilihetional patterndefines the
output, and not inactive states of lowered and rgigesithe user observes tisémulus provided
and doesiot need to activelyeel for thedifferences in pin information. Althoughe display is
larger now, the Optacon does not necessarily provide an advantage dssiltaalisplay. Even
though the totahumber of pinsmay beroughly equivalent amongoth displays,the Braille
display uses subdivisions of six toeight pins asthe smallest units ofnformation (in text
applications). The user domet have to search each ponly each subdivision. This isot true
for the Optacon, where eagin may beconsidered a separate data-carrying unit. Furthermore,
the larger units of thdraille display are arranged in oneow, alleviating asearch in two

dimensions, as is necessary with the Optacon.
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A further drawback to the Optacdias inthe layout of most textuahaterial. Standard
text is provided in rows of words. The Optacaonversely, displays text in a column-like
fashion. Due to the Optacon's layout, partseferal sentencasay be visibleput only small
segments of each sentence. Bhaille display closelyconforms to the textuatructure in that it
accommodates a comparatively long segment ofsible sentencewhile no other sentence

fragments are shown.

A positive feature of the Optacon is the optiordigplay text in a fornother tharBralille,
giving someothermeans of tactually/tactilely showing information. This might especially appeal
to an audience with non-congenital blindness, thod familiar with traditional character shapes.
The Optacommayalso offer the besvay to explore graphical information sintes larger display
will provide afairly coherent picture for non-textual data. A ugegficient in Braillemay desire

both displays, one for textual, the other for graphical output.

2.2.4 Speech output

Speechoutput may seem quite appealing when taking iaicount that ngpecialskills
are needed to comprehend it. Speeutputcan serve as a colorful means of communication
through itsvariability of background tonetimbre, volume andther characteristics. All this,
however, cannot overcome its main drawback found in its temporal nature. Speeekcsllant
means of providing aontinuous flow of related informatiobut it serves poorlywhen having to
retrace parts oscrutinize sections dhe information. Retracing with speechtput issimilar to
the problemsonemight have listening to book on taperersus reading theamebook. Aslong
as the audience is content with the flowtlod spokeroutput, the tapenight well be preferable to
the book. However, as soon aseterence back to a particulspotbecomes necessary, there is
no means of statically displayirige place of interest for furtheexamination (Schmidt-Lademann

and Dirre, 1984; Croft, 1985; Pitt and Edwards, 1989). orte choice left is to continuously
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replay the section, without a reduction in speed. To ¢hisyexampldurther, if the bookhas a
diagram, theonly option withtape output islescription of theliagram which is g@oor patch for

visually (or tactually) exploring the same diagram.

Applying this example taiser interfaces onmay note thatany speech representatiovill
include a largeportion of description of the interface, more so ifderfaces that mereliry to
represent theexisting GUIs without providing further functionalitiesfor the NVI user.
Description in itself mighsstill be acceptable except that puts alarge burden on the user's
memory. Any relevant spoken information has to be memorilmedsubsequeninformation to
make sense. Consequentlye more description that takpkce inthe output, the greater the
load that isput on theuser's memory; ad thatmay beirrelevant tothe final objective of the
user. This was demonstrated in a project by Boyd et al., 1990nurty setout toconstruct a
speech-only based system. In the last of the three project stages, thesaatbdrthdollowing:
"The resurrection of the puck/mouse to provide sciefemmationthrough achannelotherthan
speech is a central ingredientStage 3 efforts tancreasethe blind person'sability to interpret
complex graphical images othe graphical user interface. It alsoestores more of the
functionalities of scanning, browsing, and memory joggirig(Boyd etal., 1990, p. 501).They
further noted that the ".problem with using speech-based solutionly is that it is difficult to

keep track continuously of where things are on the screen” (Boyd et al., 1990, p. 501).

This statement is further supported by takjorithm used to locate an object on an
auditory GUI, as presented by Edwards, 199his pathfollows four steps: choosing tharget,
planningthe route,moving tothe targetand clicking the mouse (Figur@). In thefirst step,
selecting the target, the cognitive activities for both VI and NVI users shoslchit&r. The user
first needs tadentify the next task (fomstance, to copy &le) and then recalthe method to
achieve thatask (dragging théle icon to a disk drive icon). The latter could be seethasrst

procedural activity requiringhe involvement of memory. &kt the usehas to decide othefirst
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sub-task of the method chos@tick anddrag thefile icon) andfinally has to recall which object
corresponds to the desired method (tten of the file to be copied and thalisk drive icon),

which again necessitates the use of memory in both visual and auditory GUIs.

1. Choose Target
2. Plan the Route
3. Move to Target
4. Click Mouse

Figure 2: Four steps to selecting a GUI object

Visual and auditory implementations shodiffer substantially irthe next step. Tplan
the route, the usewith blindness has to recdhle position of the chosdarget (thelocation of
theicon for thefile to becopied) and then remembire screen layout (the location of ttisk
icon in relation tathefile icon). Both of thesactivities rely completely on memory mappings of
the layout of the auditory screen, putting the bureetirely onthe user. In the tactual/tactile
equivalent such complete memorization is eitmited or completelyunnecessary. Obviously a
sensory "full-screen” layoutillvprovide as close to an explicit maptbe screen as igsossible
non-visually. Even a vergmall display,such as theBraille display, wll permit the user to
perform tactual sweeps of "concrete” tactual objegtsiinatingsome of the abstract operations

needed to maintain a mental picture of the intangible auditory layout.

Thefinal two steps shouldot provide additional strain otine user'snemory in either the
visual or auditory implementations. Moving tioe target is a matter afanslating auditory or
visual signals into meaningful information, requiring no memopgrations. The last step,

clicking the mouse, needs no further elaboration.
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In a paper by Edwards, 1989 {1}, the author states that thepraatem observed in the
use of auditory GUIldies inthe longtime taken toaccomplish variousasks, substantiating the

notion that sound-based systems rely heavily on the user for effective operation.

There arawo more findings on the drawbacks of auditegpstems.Both werederived in
the study onroute information for travelers who areblind, mentioned earlie(Easton and
Bentzen, 1987). One is that verbal directions are transformed into spatial images. Obviously such
a translation doesiot have totake place in tactual/tactile systems, sinttee nature of the
information display is alreadgpatial. This is furthesupported by the othdinding presented in
the study, that tactilenapsmay be of bettevalue than verbal information. In essenite GUI
can be seen as a mapthe user's computavork environment, a map thabay serve the user

with blindness better when in its tactile form.

A final limitation of speecloutput isfound in the restricted method obnveying textual
features, such asighlighting throughdifferent fonts, indentations, etc. These have to be either
announcecexplicitly or indicatedthrough background tones or speech characteristics.firshe
disrupts the reading of the actuakt, the latter lints the ways in which specialeatures are
presented. Tactual/tactidisplays onthe otherhand can emulate special features with the
implicitness of visuabutputdevices and can provide wayswihich tactual/tactile reading is not
disrupted byexplicit text feature messages. Since textusually presented in aspatial
arrangement, thepatial qualities of texdre easier preserved in tactual/taatigplaysthan in the

temporal environment of speech.

The temporal side of speeaoveshave uses ircontexts wherammediate andorief
messages have to be conveyed to the user, such as with warnings or system initiated signals (Bliss,
1980). Messages such as "Are you sure?" or "File not found" are immediately noticed without the

userhaving toread theinformation offthe primary outputdevice. Speechmay also be used to

19



present texts imhich the structure is natportant andingeringand retracing araot required,
as for instance in pleasure reading (DubBé&rre and Glander, 1991)Lastly, pitch information

was found to be of minimal value to most users (Edwards, 1989 {1,2}).

Prime examples oBUl-based speech-outpsystemsare Outspoken, aicon translation
system based ae Macintosh (Edwards, 1991) and Soundtraakieau-baseeditor (Griffith,
1990).

2.2.5 Tactual/tactile output devices versus speech output

Tactual/tactileoutput is theonly output thatcan preserve some characteristicwvistial
output. Tactual/tactileoutputcan conveythe layout of the presentaédformation and allows for
staticdisplay ofthe output. Tactual/tactileoutput,unlike speecloutput,places aminimal burden
on the user's memory, creating an environment that is more goal-oriented than procedure-oriented
(That is, the user may focus on the task at hand rather than the memorization of the details needed

to support the achievement of the task).

In conclusion, speech has some merit as a supplemental chararg) tactual/tactile
systembut due to its temporal nature it simply canootveyall textual information and spatial
relationships when used #se only means ofoutput (Durreand Glander, 1991).For some
individuals it may be the only viable option. Nevertheless, if possible, tactual/adjatshould

be considered first.

2.3 Complete Systems Comparisons

The next three sections will analyze some of the effects of combining the various input and
output devices. The first section will cover the more "traditional” approach a designer might take;
traditional in the sense that tH® devices resembliéhe standard keyboard and computer screen

in a non-visual environment. Theam audience might be peopkeho arewell versed inBraille
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and comfortable with typing. The second section obsehessffect of an "innovative" approach
in which emphasis iput onabilities thatmost of the population i have gained as aatter of
course: speech and hearing. This approach might target peoplawéiost their sense afight
late in life and arenot able to learrtactual/tactile input/output. The last sectidinally, will

consider combinations of tactual/tactile and voice/speech input/output.

2.3.1 Tactual/tactile-only input/output systems

To this point, tactual/tactile input andutput have been considered separately. The
guestion that arisesow is howwell the two work in combination. The @in limitation in
combining the two sense-of-touchmechanisms ighe restricted opportunity fosimultaneous
reading and writing. Obviously, whéth handsare tied up enterindatathey cannot be used at
the same time taead aBraille display. Reading, otihe otherhand, requires the use oflaast
one hand]Jimiting textual input butallowing for simultaneous navigatiothrough non-textual
input devices. Thus reading and writing become mostly sequential activities, reqoregme
for establishing feedbadkan is the case for sighted users. Detectianisfakes in typed entries
may not beimmediate, sincéhe userhas to leavehe keyboard toeconfirmthe entered data.
Wrong placement othe fingers, or operating ithe incorrect mode (thas, command mode
versus text entry modenay createproblems more severe for &lVI user than a VI user would

experience.

A final consideration in the use of touch-ordgvices isthe target customer.While
individuals with blindnessmay haveall the facilities to fully use tactual and tactile input/output
devices, there is also a segment of usersrtiagt not. People who lost thewision to diabetes,
for instance,may experienceother side-effects ofthe disease, such as loss s#nsitivity or

dexterity (Edwards, 1989 {2}). In such cases the designer might opt for voice and speech instead.
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2.3.2. Voice medium-only systems

As has been discussed, speech input and voice outpalteady quitdimiting asseparate
entities. When combined to forihe entire user interface, thod$imitations are preserved,
offering a verynarrow input/outputiomain. Additionally, whilgactual/tactile input andutput
provide limited concurency, auditory-based systems permit nonEor example,one may
consider theommon occurrence tvo people trying to initiate a conversationtiaé same time,
only for both to come to an abrupt halt. This is even nmlg@ly encountered icommunications
by phone. Speech/voice command systemag bethe only alternative for some users, but any
user with a degree of tactuability may wellbenefit from acquiringhe skills necessary tovork
with tactual/tactilenput/output,opening a wider array dfO optionsand the potential for more

effective interface use.

2.3.3. Tactuall/tactile and speech/voice command combinations

Combining voice input/speechoutput with tactual/tactile input andutput permits
enhancements inoth media(Pitt and Edwards, 1989)Taking into account the restraints of the
media, a limited expansion ofput/output concurrency can lehieved. Specificallyjgombining
voice output with tactual/tactile input would allowhe system togenerate erromessages and
warnings even whil¢he user'srandsare off the Braille display, providinggreatersecurity vhile
navigatingthe operatingystem or entering text (Blis§980). Asimilartechnique could be used
to teachBraille, not unlike computer-aided typingourses for VI users. Eadraille charater
could be announced as the NVI user enters it, or entire words and sentences could be spoken
while the user is practicin@®raille typing. Another possibility is the announcement dext
attributes in the tactualutput,providing uninterrupted reading withll awareness adny textual
features (Vanderheiderd989). The advantage dhis combinationmay depend on the user,

because thesimultaneous tactual and auditofpw of information might prove confusing.
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Another suggestion, presented by Vanderhei@i889, would attach speechitput to themouse
cursor. His paper does not address the problems that might occur in determinmgdfovext is
spoken at any one point and how to handle fast mouse movermtsover, ininstances where
the userwishes tocross large segments téxt, would thesystemoutput large amounts of
incoherent speech as the user sweeps acrossxih®r would thesystem be silenced, requiring

another means of conveying information (Pitt and Edwards, 1989)?

Oral commands as input tbe system wouldenablethe user to navigate with bolfands
on the tactile display improving the tactile exploration of graphical data. Furthermore, voice input
givesthe useradditionaltools forspecialfeatures, such asghlightingtext. Instead of sgching
for the desired text attribute in a table, the user could simply announce the appropriate feature,

such as bold, underline, etc.

Perhaps the most significant factor in dealing with the tradeoffs between the weeias
is flexibility. Permitting a wide array of configurations will allow the user to custothzsystem
to his or her individual preferences andbilities and, additionally, provide a higher range of

adaptability to various environments and hardware systems (Bowe, 1987).
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3. CONSIDERATIONS ARISING FROM THE INTERFACING
LIMITATIONS

Having surveyedhe input ancdbutputconstraints the NVI usdras to contend wittthis
section vill focus on the considerations arterface designemay encounter in developing a
systemfor individuals who areblind. Designfactors can begrouped into three categories:
general, applicable tall aspects of theystem; textrelated,essentiallythose aspects concerned
with the editing and manipulation of teXites; and non-textual, aspecteich involve issues of
systems and files management with an emphasslaptations of GUIs to thenvironment of the

NVI user.

3.1. General considerations

As seen earlier, the NVI user is at a disadvantage, compared to the sighteddesdingn
with GUIs in thatall manipulations a sightedser performs in a visu&nvironmentcannot be
made available tdhe NVI user in aform that provideshe same high level of information
conveyance. Consequentill operations that araherently visual, such as text editing or even
operating system navigation, requibe user withblindness tocompensate with mornavolved
mental mappings dhe environment. Since thisreates deavier mental burden dhe user, as
much of that burden as possible should be alleviatedugh the simplification of the
environment. In essence, this translates gnting as many memorgids tothe NVI user as can
be built intothe systemwithout creating furthestumblingblocks. Such aids can rangem
displaying mnemonic$or the variouspossible commands available the current state of the

system to creating system-generated reminders for user action.

A second consideration in théesign of anNVI is the unavailability of an overall
impression othe environment in whiclthe user wittblindness ioperating. While asighted user

will always have a generabtion ofhis orher position in the GUénvironmentthe spreadsheet
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or text editor, thesame overall feel inot necessarily experienced bHye NVI user, who cannot
rely on the visualframe of reference provided e window border, spreadsheet grid or
scrollbar. In an NViderived from simle translation of the visual foundation, that a system
that does noprovideanyNVI specific aidesbut merelyattempts to present the visual GUI as an
unaltered tactual/tactile or auditory equivalghe userhas to establishis or her position by
scanningor the borders. Sucécanning can beconggiite extensive in applications that allow for
virtual surfaces viewed ithe window (such as a spreadsheet or fie}tto extendwell beyond
the windowframe. To eliminate this problem it is essentiaptovide the user witliunctions
detailingthe exact locationahformation within an applicatiomork area. The user should be
able to call umbsolute referencés.g., line xand column y in a textle) as well as relativenes
(e.g., line x,column y onpage z of thesame text file). Ensuring easy access to locational
information eliminates time-consumingnd tedious sweeps for the purpose establishing

locational frames of references.

A further consideration is the need foriamnmediate display athe effect of a user's action
in a software system. Suchdeplay is anmportant point that has come to be expected in any
GUI, yet has been ignored at times in systems for people with blindness. Any sighted user expects
to instantly see the resultsluk orher actions in a graphical environment, be that copijiesgor
deleting characters in a document. It would be undesirable to make a change frieaatecktnot
experience the results at once, as was the case with line effitbysshould the "what you see is
what you get"principle (Apple,1987) not becarried over into thelomain ofthe NVI user as
"what youfeel is what you get" (WYFIWYG)Schmidt-Lademann ardurre, 1984). Aftesall,
the NVI user Wl have toput in substantiallymore effort in acquiringhe overall impression of
his/her work environment than the VI user, especially considering the limited concurrency of input

andoutput. Therefore,anychanges caused by the user's actions shouttisplyed clearly and
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immediately, allowingfor perception of theenvironment in itanost up-to-date state (Sclut

Lademann and Durre, 1984).

Also induced bythe non-concurrency of input ammditput is thepossibility of the user
mistakenlyoperating in one mod&yhile believing to be imnother. The usemight, for instance,
enter a sequence of characteetieving to beresponding to a systenpsompt, while he/she is
unwittingly operating in commandhode. The character streammy then lead to achain of
unwanted processes. Such an occurrembée rare, may lead to considerable damage. To a
sighted user thisnay seem to be an extremely unlikedgenario, since he or shellweceive
immediate feedback tois orher actions, but that do@est hold true for the NVI user whonay,
at besthave only limitedopportunity to receiveutput infornation. This is especially valid for
users wharely solely on eitheaudio or tactual/tactilenediafor both input andoutput, since
neither wll allow fully concurrent input/output. Thushanges in modality (such awitching
from edit to command mode) must dlearly noticeable, either by announcithg change through
some type of warning sound or by forcitng user to perform gpecial action (such as hitting the
"escape” key first), or by providing different environmelaisthe various modes. One solution
might be to havall commands spoken alowdhile in commandnode, whereatext editing mode
is silent. Additionally, making changes in a tdil¢ could be accompanied by a clicking sound
when the user is in strike-over mode rather than in insert mode. Whichever techogg i$ is

essential to provide explicit modality information.

3.2. Text related considerations

Two items fall into thegroup of text relatedonsiderations, botprimarily concerneavith
the reading oplain textdocuments. The first e preservation oflandscape” information,
while the second is the need for a separate browsing mode. The need for the preservation of

landscape touches dhe WYFIWYG principle presented earlier (Schmidt-Lademann B&xioire,
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1984). The rainconcern here is to allothe NVI user tanake as muchseout ofthe layout of
the text as the sighted user (Durre and Glarid¥®1). Any user wil anticipate a change in the
direction in theflow of a paperwhen comingupon an indentation orillvfocus on the @n idea
presented in a title.This added information provided e look or"landscape" ofthe text
should be conveyed just as muchtie NVI user as it is to the VI user. In short, theual
surface in the text editor shoudanulatethe sheet of paper it tsying to mimic (Durre). The
preservation shouldot only includethe usual white space iany text, butalso any other text
attributes, such asverse anaolor highlights(Brown, 1992). Obviouslythe attributesnay not

be directly representable in a tactual/tactile/auditory form, so suitable replacements have to be
found, some ofwhich have been mentioned jmevious sections. Of equal importance as the
preservation of attributes is the NVI user's potential need to use those attnbatesomposing
certain text documents. Though sumrlities may benon-essential tahe NVI user, to be
competitive in today'graphicallyoriented societynanyusers cannot afford to forego them. A

text editor needs to provide functions to incorporate these features into the text.

The second text-relatassue ishe need for a reading modpecificallyfor the NVI user
(Brown, 1992). Unlike the sighted user, the NVI user cansatvey a pag&ithout frequently
advancinghe displaywindow sincethe mosttommon tactual/tactildisplaysare by fartoo small
to permit the continuous reading provided by visugbutdisplays. Especially ithe case of the
Braille display, such advancesay have totake place several times in a line.hds the NVI user
with a 20 charactedisplay mayhave to view240 sections to read a page ofl@s, assuming
each line is of 80 character width. The VI user, onatierhand, vll have to view onlythree
sections, if he/she is using a 20 lind-width display. Whilescrolling the window provided by
the display is possible, "jumpinghe displayahead a distance less than or equal tdethgth of
the display may be much maeéicient, especially ibne considerscrolling to be nothing else but

window "jumps" ofone character or line attame (Schmidt-Lademann aridtrre, 1984). The
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page down/page up functioasailable inmost visual editors aressentially ofthe same nature:
these functions allowhe user to advance through the text eaeen-full at a timevithout the
need to spend time tediously scrollingthe next page.Consideringthe frequency at which the
NVI user may have to perform window advanceihe reading mode becomesuch more
significantthan everthe page down/page dpnctions forthe VI user. The texteview/reading
mode isusually passive, in that few or no teadteration functionsire available(Brown, 1992);
conversely, the text alteration and movement modes may provide only lsafpdrt forreading.
Providingfull text alteration functionality in text reading mode would reqtire use of separate
movement command®r cursormovement and windowead advances. Theplit permits the
sharing of the same commands, wherlgyreading mode could be seen asirtensification” of

the movement mode commands.

The reading mode should hatteee configurations (Figurg). One allows advances of
the window infixed increments, showingach text segment as it is "cut" by the window, that is,
the windowmoves withoutegard to where itgertical boundaries end up tihe text. Words that
fall on the boundaries of the window shanly partially. The user should bable toadjust the
increments to suibis or her preference, permitting eithtedl-length window jumps, or fractions
thereof. This configuration igspecially suitablér tables withfixed columnwidths. Itmayalso

provide a good overview of the layout of the text.

The nexttwo modes share theame movement technique. Each movement brings the
window to thebeginning ofthe lastword thatwas cut by theend of the window after the
previous move. Thus both configurations never shmmempletewords at thébeginning of the
window. They differhowever, in that onenay show the word cut by the endhile the other
does not. Thus thirst may split the lastword in thedisplay, whilethe second W display only
completewords. In both cases timovementsare completely variable. Ithe rare event that a

word istoo large for thedisplay, the user either needs teavethe reading mode anscroll
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forward, or thedisplay mayadvance to show themainingportion of the wordwith the next

movement. Under the last condition only will the displayed information begin mid-word.

Showing only corplete wordsmay ease the reading @éxts, but itmay not relate the
layout of the text asvell asthe fixed length jumpsdo. Usersmay also prefer this technique in
spreadsheets withariable width columns. Agairthe user Wl have tochoose the appropriate
configuration. Making the NVI system flexible and easy to adjust for different nekedemainly

broaden the system's appeal.

This configuration is especially suitable for tables ...
(a) Sample Sentence

[ This configuration i |
s especially suitabl
(b) Fixed window advancement

[ This configuration i [
is especially suitab |

(c) Variable window advancement with cut word shown

| This configuration |
is especially | |

(d) Variable window advancement with partial word omitted

Figure 3: Three window advancement modes

3.3. Considerations for graphical information

This section islevoted to some of theoblems associated with directly translating a GUI
to an NVI user'senvironment. Designersillvbe tempted to make GUIs a platform for

adaptations for the needs of NVI usensceGUIs are abundant on the market. Tdidculty
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they face in doing sbes with the conveyance othe visual metaphorsyhich formthe primary
basis for the display of information to GUI users (Boyd et al., 1990). \Wihdowsfile icon and
Macintosh trash can areell-known examples afnetaphors, each representing computer objects
through association with real-world items). The metaphors careganing through four
propertiesall of which presentstumbling blocks wheattempting to translate them ftire NVI

user.

The firstproperty of a metaphor, location, requires the user to takirbeo establish a
mental survey of the entire interface, assuming thaptioigerty wl also be incorporated into the
interface for the NVI user. As pointed out previously, the user will har@tatain a muctmore
complex mental mapping @e various metaphors, putting the burden of the interaction with the
system orthe user.Establishing this characteristic tme tactual/tactile or audisplaydoes not
benefitthe user, but instead requires the usanéike up foithe absence of vision with additional

effort on his or her part, not the computer's.

The second properincludes althose features that aigrinsic tothe metaphor, such as
its shape or color. The sighted ubenefits fromthe intrinsic features through the association
they provide with real-world "looks" of objects. Thisnist truewhenthe metaphors amdirectly
shown as their tactual/tactile counterpaithiey simply donot “feel” like the real-world objects.
Thus the Macintosh trash camy havethe visual connotation of a garbage bin, butilt mot

have the tactual association.

The third property, theelationship ofone metaphor to the other metaphdeges the
combination ofthe problems inherent tthe locational andhtrinsic properties. As aexample,
one may consider thaelationship among windows in a Windows environment. NKk& user
may berestricted to operating in the active window and be required to perfepaceal function

to switch among windows. In this cafe display ofotherwindows is completely irrelevant,

30



sincethe usemay viewthem merely as different sessionghie same interface anihe relative
size and location of various windows bears no meanintheltiser isllowed to wander outside
the active window, it vit be difficult to conveythe meaning ofthe objects he oshe then
encounters. How, fanstance, would ondifferentiate between enteriramother window versus
"touching” on the desktop? this is dongextually or verbally, Wat is thebenefit of a Windows

environment in the first place?

The fourth property, the need for mouse control, relates tprtldems associatealith
the mouse as an input device. The momdabits some undesirable qualities whresult in a

negative impact on anything that requires mouse control.

3.4. Representation of icons and images

Graphical information can be categorized ifbor generalgroupseach unique in its
translation for the NVI user (Vanderheidd®89). While the solutions for the representation of

each to the NVI user are not optimal, they are the only options current technology will permit.

Icons canusually betranslated inonly one way: by givingits name and/or icon type
directly. However, ithe system is also designed with children in mind, thés/not work out to

be a goodalternative. Hatlen and Currd 487, p.8) state thaBlind children should not be

expected to have a moreighly developed reading vocabulary than do sighted children.

Therefore, substituting words for picturesl ot work." Merely translating icons intéext, in
these casegpay not be ofany more value then presentirthe icons graphically. Abetter

approach would be to design a system completely géaneadchildren with blindness, iwhich

the child hasthe opportunity to develop a more direct and concrete understanding of the

computer's functionalities.
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Pictographic images currently canly beexplored through tactual/tactilmeans. This
may eithertake place with afull tactile tablet, or a virtual tablet, mwhich a smaller display
provides the "larger picture” showing display-sized sections #e usermovesthe window
across thevirtual image, much like @adarmay map its surrounding space by puttitagether
small cross sections. Mogdeas relating tahe display of pictographic imageare sharedvith
thoseapplying totextual data. Again employment othe "WhatYou Feel Is WhatYou Get"
principle is desirable. Further, there should be separate exploration and graphics alteration
modes. Finally, zooming functions for close-ups amdom-outsshould be incorporated tlow

as detailed or general a view as the user desires.

The nextgroup, stereotypiamages, such as p@harts and bar graphs, are bgsen in
table format. Frequently the system will need the displayed information intgpsefnumerical
arrangement first, ivhich case extraction and alternative representation shouléble. If not,

the only other solution is the one given for the pictographic images.

Thefinal group,encompassing animated images, defies easy answers. Cutnerdhly
viable waymay be tofreeze theamage completely or givenapshots of it in its various stages.

This is an area that would well benefit from further study.

In summarythe key to representing graphical information is in providing it textually, if
possible. If this iiot feasible,the graphicaldatashould be displayed as closely ttee original
image as is achievable intactual/tactile fashion. Theisplay of graphicatlataclearly precludes

the use of spoken output.
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4. TYPES OF SYSTEMS FOR NON-VISUAL INTERFACE USERS

Systems forNVI usersfall into two general categories:those thatbuild on existing
interfaces for sighted users atftbse that arespecifically designed forthe user who idlind
(Edwards, 1989 {2}). Thdrst are known asverlay or screen reading systems (Figliresince
their design is based dhe assumption thatl the information displayed in &UI can be turned
back into pureinformation without the need to accestata below thelevel of the GUI
(Vanderheiden1989). Due to thdigh level acquisition ofiser interface informatiorgverlay
interfaces show a strong technical advantage over specifically designed systems in that they can be
integrated with a wide range @iisting software packages. Gllatforms for constructing
overlay interfaces are readily available (Edwards, 1989 {2}), since most GUIs provide tools to tap
into theinformation flow from and tdhe operatingsystem and applicatigprograms. Microsoft
Windows is a basic example of a graphical environment with considerable faéditieser
customization. Specifically designed systems, which will be addressed latercinathier, cannot
make use oéxisting platforms since theyre developeffom "theground up" with theNVI user

in mind.

Application
Software

Visual
Interface

Non-visual
Interface
Overlay

@ NVI User

Figure 4: Non-visual overlay of visual interface (Durre and Glander, 1991)
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One well-known overlay syster@utspoken, was created to perfii| users access to
the MacintoshFinder operating systenfEdwards, 1991). Soméunctions provided by
Outspoken, such as thedefinition ofthe number keypad or thespecial menus listingpen
windows and icons, have already bemvered in earlier sections. Further functions that are
specific to the NVI user deal withe scanning techniquased to show text and icons. ittWeach
downmovement othe cursor theystem automatically advancasross a row atons or line of
text (as seen on the visual screen) and reads them back to the user. The user then has to move the
cursor manally back to theébeginning ofthe line or row. While this may be ofvaluefor reading
text files, thistechnique is rathecumbersome fofinding the locations of the variougons.
Another feature of Outspoken movidse cursorautomatically into any dialog or information
windows sathat, like a VI user, the NVI usé&ecomesmmediatelyaware ofanyinput or system

requirements.

While these added features try n@mic the sighted user's interactioribgy still cannot
overcome theexjuential nature of tactual or audit@greening (as can be seerthie automated
scanning). The result the creation of aenvironment that essentialses an interactiveystem
non-interactively, asoted by Durre, 1990. Sudystems, by their vempature, also run into the
aforementioned problem of translating visual metaphors into a form usefaliv@ualswho are
blind. Finally,contrary to one of the am principlespromoted inthis paper,overlay systems do
not offer theexhaustive memory aidsoftwaresystems can and should providethe NVI user.

To exemplify this once more on a system that directly presents a GUI using speech output: "Most
subjects werable to developnethodswhich were inariably verbal (e.gmnemonicsased on

initial letters of window names) to help them remember the screen layout ..." (Edwards, 1989 {1},
p.588). The question again arises as to why the user has to paliftretmemorywork”, when

it is well within the capability of the automated system to provide the same memory functions.

34



Specifically designed systems elimin#te need to patch a visuatvironment to suit NVI
users. All functionality wil naturally begeared towarcdaccommodating users who aoénd
(Edwards, 1989 {2}). This strategy, however, does not require sighted users to be exolmded
the interface, which may be the case for some dedicated systems in which the system is completely
separatedrom any visuainteraction. A better approach is to strive for an integraystem in
which both VI and NVI usersnay access thsame information simultaneously (Figlse An
integrated systemassentially call§or an extension of th&VYFIWYG principle into "What You
Feel Is What You Get and the others see". Provision of both a visual and a non-visual interface in
parallel is essential tmtegration,giving the NVI userBraille and speech and the VI usesual
output (Durreand Glander, 1991; Bowe, 1987). Ttéference betweespecifically designed
systems and overlay systems ighie environment which, in specificallgesigned systems, can be
created tofully suit the NVI user's needsyhile still providing the VI user withall the
functionality of aGUI, albeit in a less graphical way. nlp in such a system cathe levels
between the sighted user and the user Withdness be equalized tihe point wheretrue

collaboration can take place.

[ Software]

Interface

Visual | Non-visual

@ NVI User

Figure 5: Integrated system (Durre and Glander, 1991)
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A primary example of amtegrated system can be seenhiaBrailleButler (Durre, 1990;
Schmidt-Lademann arduirre, 1984). ThdrailleButler providesoth tactual and visuautput
to an interactive text editor witldditional speech capability. Ahe NVI userperforms
operations in theystemthe sighted usenayfollow along on a screen. TINVI user,likewise,
can receive information on any actions initiated by the sighted Wgleife the NVI user perceives
a primarilytext-based system, imhich eaclstepleads toanother textuamenu or command, the
sighted user is presented with pull-domenus and commarshrs. Although thérailleButler
does not offer the elegance and ease of a GUI to the sighted user, it does provide the tool for both
parties to interact without the need to revercoonpletelytext-based systems. One can also
envision a fancier version for the future, in which operations by the VI useomsand windows
are converted in suchfashion thathe NVI usemayfollow along (Ternlund1991). A copy by
pulling a fileicon fromone window to the next, for instanamjght be shown athe necessary
non-visualsteps to the NVI user (e.g., the useight be showrthe copymenu withboth the

source and destination files shown).

Anotherexample may bseen in the recent developmentNanVisual GUIS(NV GUIS)
by Durre and Garza-Salazar, 199&hich transform thegraphical user interface into the
equivalent nonvisual interfac& he premisdor NV GUIs is the strict and consistegfinition of
objects, such as windowsjenubars, pull dowrmenuoptions, etc. Wh such definitions any
GUI can be interpreted ashavigationtree,which permitsall navigational functions ttakeplace
with relatively fewoperators. Irthis environmentdown and up arequivalent to "more anigss
information” in that each "down keytrokeleads to a more detailed descriptiontloé current
item pointed towhile each "upkey" strokeperforms the reverse. The user, for instandaghim
initially only be given the first letters of eactavailable command.Upon depressing the down
arrow, amenu ofthe same commands is shown. Pointtagesplacethrough theeft and right

arrowkeys, essentially forcing choicesane node of the tregvhich visually might beportrayed
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as a two-dimensional array of objects) to be shoamvisually as a series options oritems
that can be traversdidearly. A VI user thusnay be viewing avindow withfile icons,while the
NVI user views the same as a linefildnames. Navigatiotakesplace either by enterintpe first
lower-case letter of aavailable command, by selectitige command or by "backingp" and

returning to the higher parent node of the current one.

NV GUIs demonstrate clearly that it is possible for both VI users and NVI users to coexist
without the need fosacrifice on eithepart. Unlike overlay systems, which employ a kind of
"sweep and scan" technique by i€l user in that b/she has to perform sweepshis or her
environment to develop an stbact map othe layout, NV GUIs areegjuential innature. The
user is ahays provided with an egocentric point of reference. In more general terms, any
specificallydesigned system can be laidt on an'abstract grid" inwhich horizontal navigational
movements represent traversal "shme level" information, whilelown and upmovements
determine the generality or specificity of the current state isyteieem. Any system built on such
an abstract grid W provide the user with the preferredvigational environment. rlie GUIs,
and their overlaxounterpartsneither provide that refereno®r dothey conveythe importance

of an object non-visually by the position of that object on the grid.
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5. SPECIFIC GUIDELINES

To this point,many general and fundamentabncepts and considerationavie been
covered. This final section turns to morepecific suggestions of what aystem should
incorporate and offer to become a meftective tool tothe NVI user. Thdollowing sections
are notexhaustive and W frequentlytouch onitems mentioned earlier. Thewyay alsonot all

apply to every system, depending on the system's intended target group.

5.1. Is start-up of the system easy?

As with systems designddr sighted usersiot interested in theinderlying workings of
the computer (forexample,the targetaudience of Macintosh computershe personwith
blindness shoulaiot have to perform complicated rituals in either configuringcaling up the
softwaresystem(Betts et al., 1987). Installation of softwasieould require little or no outside
help and shoultiake place automatically ondhe initial set-up progranhas beerstarted. Ater
the loading,all further call-ups othe newpiece of software shouldccur without theneed to

traverse directories or to pass systems parameters.

Most software packages todpyovide enough written guidance so thadieginnerdoes
not require much, if any, assistance. €| user shoulchavethe sametools, which could be
provided as "getting-started” tapes or Braille documeat&litionally, sometype of user-support
hotline would bebeneficial (Brown, 1992). Browmgives a rule-of-thumb oébout one hour

learning time to acquire the basic knowledge necessary to function within a software system.

5.2. Is on-line help readily available? Are manuals electronically stored?

Systems designed fdMVI usershavethe primary purpose ofgiving them anefficient
meansfor storage,retrieval and manipulation adata. To require the user smcessoff-line

materialsfor help or systems referencescisunterproductive.All aides should bénmediately
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availablethrough thesystem(Brown, 1992;Griffith, 1990; Betts et al., 1987). Furthermore, to
minimize reliance oroutsidehelp inclusion of a guidetlitorial in the software packageight be
beneficial, as is already the practice with most commercial applications for sighted\Miaeusls
and on-line helpare alsogood potential candidates for speedutput, since text landscape

information is usually of little concern.

5.3. Does the system tailor towards the various skill levels?

As a user becomemmiliar with a system, he/she should be ablespeed up certain
actions througlbuilt-in short-cuts. While the novicemay need guidance by they/stem at every
step, theexperienced user should lable tooperate withoutfeeling impeded bythe system

(Durre, 1986; Betts et al., 1987).

For anovice usemnavigatingthrough the various emus, each new menu might provide a
full array of availableoptions. Byhighlighting any ofthe options angressing "Enter”, the
desired action is achieved. As experience thi#system is gainedhe usemight makeuse of a
list of letters shownnitially at the opening of anenu. Each letter serves as ap@rmemory aid
to an optiomavailable in that menu. Bsntering the letter of the correspondimgnuoption the
user does nohave totraverse the entirést of options. As the user becomesmpletely
comfortable with thesystem, call-up ofthe morefrequently used actionthrough hot key

combinations should be possible.

A similar skill level adaptability could be provided bgiving the user the choice of
manipulating filesthrough thehighlighting of items inpath- andfilename indices, or bgimply
entering thesame information mamily at adialog prompt. Thuswhen opening dile, the user
may findthe cursor at atinput prompt"which asks for the input of the appropridtiename.

He/she may then hit, for instance, the down arrow key which brings up adistilable flenames
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that in turn can be highlighted for selection. In this way a file can be manipulditeait the user

having to recall the path- or filename from memory.

5.4. Is sufficient feedback provided?

Most users vl prefer to be in complete control of themachine'soperation. The secure
feeling ofsuch control caonly beprovided if the user is aware of its actionslatimes, and this
canonly be accomplished the system keepghe user updated andformed. Feedback ranges
from offering directions onthe next expected step &ror messages in case of systéaiures.
The system should provide enough informationbioth settings to let the user continue
comfortablywithout having torefer toany manuals. (This includesich dreaded messages as:
"The system has experienced a severe error. Rielaset.") Another usean be seen in actions
that vary in time, such abe saving of dile. As soon as the operatidras been completed, the
computer shoulanakethe user aware of it(This could be ahort auditory ginalafter the task

has been finished.)

5.5. Are the information access needs of different users accommodated?

Considerations here range from different output media to suit individual users' preferences,
to arrays of modes withithe same medigBetts et al., 1987). A usavith no tactual/tactile
input/outputskills should havefull speech gpport, while a user with completeBraille skills
should be able to rely solely on his/her sense of touch, if so desired. Individual preferences should
also be satisfied withithe same medium.For users irtactile text reading/browsing mode, the
software shoul@nablethe user to read with at least three separate settinggrasoned before,

i.e., fixed intervalwindow advancement and variable window advancementwsitbie word cut-
off andwithout visible cut-off. Similarly, speechoutputmight offertwo settings: one invhich

the spoken output stops at the end of each line on a page; anathéhithe output stops at the
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end of each sentence, regardless of the pageture. For spreadsheetslibuld be possible to

alter the length of the window jump to fit the width of the individual columns.

5.6. Are navigational devices completely interchangeable?

The system shouldater toindividual preferences. Some usersy wish touse the
standard arrowkeys, othersmay prefer Braille input, while yet othersmay be limited tovoice
commands. Any user should bable tocreate a comfortableork environment and have the
choice of switching betweeamy ofthe available forms of navigationatput. Certainlythere are
users that prefer the direct control ofogstick when browsing or reading, yet appreciate the

immediacy of Braille board navigation when editing text.

5.7. How easy is the call-up of locational information?

It has been explained earlier thtite user, atany time, should be able to access
informationabouthis orher locationwithin a text file,spreadsheet any other type of software
that requires operating in a large two-dimensional environment. The information should be
availableboth in "absolute" reference to tlfeome point" ofthefile, such as the currendw and
column location inthe entirefile, and in a relative reference the currentlogical unit of the
working environment, such &bne y on page x,columnz”, or "row X,column z onthe lower
quarter of thegraphics sheet.” Furthermosanilarinformation should bavailablefor the work
area that ivisible tothe VI user, buhormally of littleconcern to the NVI user, so asgermit a
commonwork framefor collaboration between VI and NVI users (i.€Go to line 20, on the
right side of the window"). Natnly should the NVI user bable to call up such information, but
he/she should also be ableuse it as aneans of specifyinghe nexttargetlocation, such as "I

want to go to page 20." A subset of these functions may lend itself well to the use of hot keys.
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5.8. Does the system facilitate window-to-cursor binding?

Window-to-cursorbinding is atechnique in whiclthe window harbors the cursor at all
times, thudollowing any movethe cursommakes. In essence, the window and dbesorhave
become one unit. Theinding promees a working location awareness in the usieice he/she
will always follow anymotion of the cursor, be it continuowssich as scrolling up ardbwn, or
discrete, such asimping to anew location. This mostly applies smnall displayssuch as the
Braille display, sincehe physicalwindow has to besmallenough in size so as twtrequire the
user tohave to engage in a wider searchha cursor position. Tjustify this finding,oneneeds
to examinethe typical exploration scan othe NVI user. It takegplace intwo parts, the
movement othe window and the subsequent scan withfitngers. With asmall window, the
area to be scanned is restricted to where thehaseto perform few finger motionsssentially
eliminating the finger scanning. Whethe window is bound to theursor, the user il always
realizethe immediateworking area without wastetiime for the cursor search. Thimgers, the
displayand the cursobecome one unit, promoting direcnipulation of anybject, be it a text
file or acommand menu, which turn adheres to thé&/YFIWYG principle. Each movement of
the windowautomatically translates into a "pointing” to an itemithout either the user or the
computerhaving to perform additionaltasks. The user can, for instance, mark text without
having to splitthe operation into separate read and cunsovement processes. #te same
time, the computer caskip to a search itewithout the usehaving toengage in an elaborate
search of the cursor. Thandow will already be athe desired locatio(Schmidt-Lademann and

Durre, 1984; Durre, 1986).

5.9. Can the functional keys be redefined?

Reassigning different tasks to functional keys may be a primary concern to the NVI user in

an effort to create short cuts for tedious keystredguences or macros for varicysplication
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commandroutes. It isespeciallyimportant to the advanced user to dide to customize such
featuressince itmayprovide greatesecurity on complepperationsgiven thattheremay be no
immediate feedback omhether the user performed the operations correctly. Once the operation
assigned to a functional key has ba@rkedout andtested, one stroke of they will guarantee

the desired effect. Unfortunately, giving the user such freedom, one alss to consider the
possibility of interference betwedime furctional key definitions of different applicatiganograms.

If the keys retain the user-defined properfresn onesystem’'s module tthe next, thalefinitions

may result in undesirable actions the various modules. If ea@pplication provides separate
key definitions, integration dhe system modules and system consistency might be compromised.
Thus there is a trade-off which user-flexibilityshould be constrained by system considerations,

but only to the point needed to guarantee integrity and overall consistency (Brown, 1992).

5.10. Are the limitations of computer Braille taken into consideration?

With the advance of the computer as a@ad to the user withblindness came the
differentiation between reguldraille and Braille used in computing. Just as there soee
features available in handwriting that are inconvenient to provide in an autdastiemh (such as
the conventional notation of divisionfhere are features in regul8raille thatwould create
obstaclesnot eaily overcome in an automateshvironment. ComputeBraille, specifically
designed forthe computer alleviates manyproblemsbut is morelimited in the number of
characters than th@nventionalkcounterpart. In Computdraille manyspecial symbolsre not
representedpecifically. Onemay betempted to provide a solution in additiorsglecialcodes,
such as specific mattodes, but theswo bearlimitations in that theyequire the user tewitch
to another character set famy charactersiot found in the ordinarraille set. One solutiorlies
in circumscription, which uses multiptdharacter codes tescribe symbolsot represented in the
computerBraille alphabet, as is the casenmanyprogramming languagegFor instance, the use

of "*' in Pascal to represefib the powenf'.) Through circumscriptiothe user is notequired
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to use or knowspecialcodes, bustill hasthe ability to work with any desired symbols.While

this mayease the burden on the user, the M¥$ignemayface additionatasks inproviding the
necessary translations for variotiscumscribedcharactersparticularly ifthe characters are part
of code that controls the computefisnctions, such as a user-created program (Schmidt-

Lademann and Durre, 1984; Diuirre, 1986).

5.11. Are user choices restricted to those that make sense?

Most GUIs now restrict the user to thodeoices within a menu or quebox that are
available in the given context. It does not make sense to be alfledse "close" on fle that is
not open in thdirst place. The same shoulgply to any systerfor NVI users,eliminating the
need for the user to consider actions thatnateappropriate at thieme (Edwards, 1991).This
could be accomplished by either skipping choicesdhatotavailable(Durre, 1986) or rarking
them through some auditory or tactile means (such Bskang sound when such choicasefirst

encountered) as being unavailable.

5.12. Is error-recovery relatively easy?

The nain principle tothis point can be expressedane word: "forgiveness”. When the
user makes a mistakéhe system should provide as much aid as possible in reversing the
erroneous action (Betts et al., 1987This ranges fronthe simple "undo’command intext
editing, to back-ugiles for word processing documents curreniiging changed, tthe recovery
of deletediles. If anyaction by a user isotreversible, he/she should be madkd aware of the

consequences (Apple, 1987).

5.13. In Braille-based systems: Is there enhancement through an auditory channel?

Most softwaresystems these dagsnploy some sort aduditory enhancement, mostly to

alert users of possible dangers and mistakes, or to indicate reddinéss next action. Such
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functionsare especiallyimportant to the NVI usersincethe limited concurrency of input and
output affects the immediacy of the perception of warningsrrors and changes otate.
Considering thathe user does ndtavethe luxury of merely casting a glance @he message
accompanyindhe alertmessages with different priorities should be distinguishable by ttesr
or volume or, as noted earlier, such applications may present excellent opportunities for the use of
speechgliminatingthe need for the user to charfgeam one output context to anothe&imilar
consideration for soundhay be given to tex¢diting, where changes in the appearanceexit
segments, such as italics or underliniogyuld be indicatedhrough various sounds, rather than
tactual or tactile cue®\ny messageare temporal in nature, whethttiey come from warnings,
dialog boxes, ostatechanges, and can benefit from that qualitponndoutput. Soundsmay be
used to represent a widariety of contexts, so long as the us#goes not have tstrain to
memorize the significance of each. A short, sharp sound, for instance, might itidigatesence

of a severe error, while a soft "hum" may announce underlining in text.

If speech is used in text editing, showing text featunay bepotentially easier than
throughany other method. Eachpecial segment, when firahcountered in reading, could be
indicated bythe word "start"being spoken, followed by @ne-word description of the feature,
such as "bold-face". When the last character of the segment is passed, the same might be repeated
through a worccombination incorporatinthe word"end". As anotheexample, blank lines may
be declared to be emptyithout the usehaving tosearch the entirene. Sich statements, of

course, should only take place if the user has opted for them.

In any case, speech and sound enhancermeay be of considerable value in a
tactile/tactual systemSound, however, shoultbt be turned into gimmick overwhelming the
user with various beeps, gongs and buzzes. It should be provided in a restrained mémaier, so
each carries its own distincheaning(Pitt and Edwards, 198%pple, 1987). Unlike speech

output, sound cannotonveythe exactwarning or message it is meant to announce and thus
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shouldonly beredundant to the appearanceanf message. The usstill should havehe ability
to tactually/tactilely check oany message. Sound should also be unobtrusive enough so as to
not become an annoyanckinally the user should bable toadjust theenhancement to his or her

individual preference, mainly by determining the volume of any sound signals.

5.14. Can the system be used in a noisy or quiet environment?

While the previous poinemphasizedhe usefulness of speech asdund in augmentation
of tactual/tactile systems, it should beted thatspeech and sound cdmit the range of
environments in whickhe user can use the softwagestem, ifthe ability to turn the audimutput
off is not provided. In the case of a student usenght be undesirabl®r the system to give off
any type of audible information, since it migiprove to be distracting ounwelcome in a
classroom setting. Headphomeayalleviate such problems in some situations, yet they also may
interfere with the studentassimilation oflecture material and adversely affect participation in
group activities (Schmidt-Lademann and Durre, 1984). On the other end of the spectrum the user
may beoperating in anoisy environment, rendering some tble spoken outputinintelligible.
Thus, users with tactual/tactibilities should be able tadjust system'sutputconfigurations to
the mostsuitable onedor any environment. Sound and speech should serve in such cases as

augmentation, not as the primary basis of information relay.

5.15. Can the system be run on a portable computer?

With the proliferation of laptop andotebook computers, thability of an individual with
blindness taake his or her system tany desired location becomes more of a necessity than a
luxury. Any system should be designed witte use omall machines in mindThough almost
any machinghese days is quite powerful siiill might not beable tosupport arall-encompassing
softwaresystemfor NVI users. In consideration of this, it would be pruderdllow the user to

take a scaled-dowwersion ofthe original non-visuakoftware package for th@mallerhardware
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system, with a standardet of minimum functions to support the mosieeded routines.
Alternatively the usemight be provided wittihe ability to specifythe desiredunctions on the
portable computer. Th&/stem woulddeally provide a list ofoptions fromwhich the user could
choose and assist in setting up the seleitdats onthe smaller machinewithout the usebeing

subjected to extensive reconfiguratiprocedures. As the race femallerand more powerful

machines continues, hopefully this point will soon be of no concern.

5.16. Are useful day-to-day functions provided?

Softwaresystemdor people withblindnesanot only offer opportunities to aidhe user by
enablingaccess to a large informational and computational dorbatralso provide aexcellent
mediumfor makinglife easier on @mall scale. Mst GUIs nowsupply the sighted usewith
calculators, calendars, alarms, address books and games. These functions should be offered to the
NVI user aswell, who otherwisemay have moredifficulty obtaining the same information in
traditional ways. The designer should consider gameli beyond vinat one considers standard
amenities to sightedsers and incorporate additional featuties NVI usermight appreciate,
including, but not limited to, check writing applications, automébech lettersupport for routine
written messages, automated envelope addressing, and so on (Dirre et al., 1g88)e ride

of multimedia, further opportunities will abound.

5.17. Does the system support a wide range of special peripheral devices?

In conjunction with the previous point, that thgstem shouldgupport a wle array of
software aids, such as a check-printing feature and a clock, the system should also do the same for
peripheral devices, ipart toenablethe previously mentioned functions. The system should be
able toaccommodatenot only a standard printer but also special check writing printer and
perhaps a scanner afkx modem. Again they should [sipported without the uséraving

detailed operatingsystem's knowledge or needing to glerough complicatedswitching
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procedures. An "all-aroundystem might allow simultaneous or "as-needed" connections to the
regular keyboard, a Braille keyboardBeeille display, a graphics display, a lapenter, atractor

feed printer(for checkwriting and other non-standarg@rinting applications) and @y stick.
Though such a scenanmight be pushinghe physical limits, asoftwaresystem should at least

attempt to support any desired configuration (Durre et al., 1983).

5.18. Does the system support expansion and modification?

The software for persons withlindness should beasily upgradeable, expandable and
modifiable, as idrue for mostmodern environmentBetts et al., 1987). The usshould be
capable of installing upgrades without outside help and in-depth knowledge of the workings of the
system. The user should alsavethe option ofadding desired functions or deleting unneeded
ones withouhassle. Rather than requiritige user to browse througéchnical manuals to gain
the knowledge fomaking anychanges, theystem should usautomated scripts that query the
user on the needed information. Tk&y to expansion and modification is modularity of the
software (Betts et al., 1987Blocks in thesystem, from hardware drivers to software functions,

should be removable and exchangeable as the user's requirements change.

5.19. Is compatibility with other software systems provided?

In the tradition of softwardexibility recommended in the previous sections, $y&em
should providegoodinterfacing tootherapplication packagg®etts et al., 1987). The NVI user
should be able toatl up and edit, for instance, WordPerfditgs without having to switch to the
other word processor. At tlsame timehe user shoultiavethe ability to put afile from his or
her system into a format compatible witlord processorpreferred by VI users. Thgystem
should provide interfacing to entirely differeoperating systems, such as betwédlX and
DOS. While this is easier said thashone,this may beone of the mostundamentalsteps in

providingthe bridge between the workimmvironment othe user withblindnessand the rest of
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the world, without forcing either VI or NVI user give up theimpreferred tools.Compatibility is

one of the principles that will enable full collaboration between both parties.

5.20. Are terminal emulation and networking capabilities provided?

A further step towards the integration of the uséth blindness into a computing
environment is access metworkedsystems. Thability to incorporate some type of networking

and terminal emulation software into an NVI system is essential.

Ideally, some form of interchangeatdeftware modulewhich features a well-known
terminal-type interface tthe networkwith a custom front-endpecificallydeveloped for the NVI
user, would belesirable. Depending dhe target network, theystemmay require verylittle
modification ofhostinformationfor the user interface, as would be the case for a text-based host
system (such abINIX), or may need to be elaborate f@ystems that use a mogeaphical
approach (such as thpcoming Windows NT). It is to be hoped tlla¢ latter host software
would provide tools fomtermediate information accesisnilar tothe widgets in Xwindowsince
suchtools wouldallow the designer téap intolower-level systems information. Access to the
lower-level information would providéhe designer with the platform for a custom-made NVI
alleviating the need for aroverlay system. Finally, user-friendlymodem supportshould be
included to allowthe user access to the wealthirdbrmation availablehroughdial-in systems,

both commercial and educational.

5.21. Does the system bridge the gap between users with sight and users with blindness?

The previougyuidelines wi lead to improved communication betwe@e NVI user and
his/her surroundingvorld. To effect complete integration of users wilindnessthough, the
system has t@romotesimultaneous use Hyoth VI and NVI users.While the system should

primarily be designed foithe user withblindnessthe sighted user should alssel comfortable
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when working withthe system andind elementdamiliar from GUIs. This requires showing the

entire list of choices on a menu, evtiough the NVI user il be interested ironly onemenu

choice at any given time. It necessitates the graphical display of a block of text withsptdlee

features (such as underlininghough the NVI usemay not be concerned with thespecial
features at the time of the review. The sighted user should be able to track on the monitor each of
the operations of the user with blindness. Similarly, the user vidiadsshould be able to follow

the actionsinitiated bythe sighted user. Perhaps thely inconvenience tdhe sighted user

should be the substitution of the mouse witbeaice givingmore continuous and grid-bound

movement to prevent confusing "jumping around" by the sighted person.

While the ability to have simultaneous use bgth VI and NVI users encompasseside
range ofpossibilities and configurations, it is aldte one that W guarantee &ull integration of
the user with blindness into the work environmenteWaddressed, thiguideline transforms the
computerfrom a basic toofor communication betweelVI and VI users, to &ue facilitator of

communication (Durre and Glander, 1991).

5.22. Some general guidelines

This section islevoted toitems thatare too short to warrant sections tfeir own, yet
still should be considered in designing systéonsNVI users. Foiscreen reading systems it is
important to makehe user aware of thdifferences between windows, menpsp-up boxes,
etc., since each type of objedtlvprovide a differentontext for the user to operate in (Edwards,
1991). Atterall, if the differenceswere insignificant, whywould the visuakystemincorporate

them?

Theinclusion of some sort of reminder, based on elapsed timetbie@pearance of the
last system initiated queryay be advisabléor some actions that require user-inpthis will

ensure that the user is aware of any additional steps needed for an operation, without wasting time
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while the machine is sitting idle waitintpr the next user action. Thus the useyhave entered
a file ddetion commandput forgotten the safeguard "Are you sure?" question. Shiseem

should generate a sound after a few seconds to remind the user that more input is required.

The system should provide consistencythe user'senvironment(Betts et al.,1987;
Ternlund, 1991). Asnentioned before, thisay not always begossible, or itmay have to be
sacrificed tomore important concerns, but the more the user knows what to expsoions

contexts, the less time he/she will have to spend learning (Apple, 1987; Ternlund, 1991).

Communication with the user should be in concise anplestarms. It shoulahot require
a hacker to make sense of system messdgmanstance;'File not found" is by far preferable to

"I/O error 599",
5.23. Was the user involved in the design work?

Only a person who idlind will fully understand the needs of users witindness, and
only arepresentative group a&uch users iV be able to come up witkall the variations and
optimal solutions in designing a software package for persons windirate It only makes sense,
then, to include the target audience in every step of the design. What betterfiwdy t about

the functionality of a tool than through using that very tool to enhance it?
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6. CONCLUSION

There are many details in developing a sydtanpersons wittblindnessand most require
various tradeoffs to accommodageecificgroups of users. There are, however, three points of
greatest importance igdeveloping a system thatlwgive the user who idblind the tools for a

productive and comfortable computing environment.

First, the designer of alNVI must be aware of the narrowadformation intake
bandwidth, as compared to a sighted userassively parallel" visual capabilitieg he user who
is blindhas to either contend withe low resolution of tactile/tactual explorationinterfaces or
the temporal nature and one-dimensionality of auditory media. The simulation of visual aspects of
GUIs in either media in the hopes of adaptingititerface tothe needs of a user willindness is
not possiblewithout sacrificing effectivenesand ease of use. Bhort, users who atdind need

tools specifically developed for non-sighted interfacing.

Secondly, the software designer needs to recognizeahgpotential aidghe computer
offers for minimizing the obstacles a person withindness may d&ve tocontend with. These
aides danot just appear as the software is written. Instéasly must be developed & entire
software iseing formed, withthe foremosbbjective of addressing each and every rteed\\VI
usermay encounter in an automatetivironment. This disagrees withe practice of adapting
existingsoftware for sighted users tonan-visual environment, arahlls for the development of
systems specificallgesigned for peopleho areblind. Inits strongest sense, it requires creating
every module with features accommodating narrowednformation bandwidth ofhe usemwith
blindness, and incorporating into every piece sufficient memory aides to allow the user to spend as

little of his/her mental activities on non-essential tasks.

Finally, in order for the user who iblind to be able towork as productively and

effectively as his/hesightedcounterpart, he/she musavethe same access to information as any
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other user. Og€qual importance, the user wibhindnessneeds to havéhe same computational
capabilities as angighted usewhich includes equabpportunity forinformation exchange with
other users.Any systemfor people withblindnessmust fully integrate both users who drknd
and sighted users with a common platformmdnch both partiesenjoy allaspects oinformation
manipulationwithout differentiation between their capabilities/Vhile this will eventuallytake
place in the lower software layers, the goal should be to achieve integratiorhigfhibet possible
stage ofinformation processing. Merely providing simfile exchange facilitiebetween VI and
NVI users isinsufficient. Instead thechallenge lies ircreating an environment which both
parties can directly andnconditionallyinteractwhile remainingwith an interface that provides
the paradigm of WYFIWYG toone, yet WYSIWYG to the o#lr. Once thisfinal goal haseen
achieved, the computer becomes a true facilitator of integration reaching well beyond the status of

a mere tool of data access and processing.
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