ABSTRACT
A modified form of steepest ascent local search is proposed that displays an average complexity of $O(1)$ time per move for NK-Landscape problems. The algorithm uses a Walsh decomposition to identify improving moves. In addition, it is possible to compute a Hamming distance 2 statistical lookahead: if $x$ is the current solution and $y$ is a neighbor of $x$, it is possible to compute the average evaluation of the neighbors of $y$. The average over the Hamming distance 2 neighborhood can be used as a surrogate evaluation function to replace $f$. The same modified steepest ascent can be executed in $O(1)$ time using the Hamming distance 2 neighborhood average as the fitness function. A modified form of steepest ascent is used to prove $O(1)$ complexity, but in practice these modifications can be relaxed. Finally, steepest ascent local search over the mean of the Hamming distance 2 neighborhood yield superior results compared to using the standard evaluation function for certain types of NK-Landscape problems.
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1. INTRODUCTION
NK-Landscapes, MAX-kSAT and some Ising problems are all important examples of the family of k-bounded pseudo-Boolean functions. In this paper we prove that a restricted form of steepest ascent can be constructed that selects the best move from $N$ neighbors in $O(1)$; this means that we never have to evaluate most neighbors and, instead, an $O(1)$ time analysis tells us which neighbors could be improving moves. This is an average complexity result.

The result hold for all k-bounded pseudo-Boolean functions. The proposed methods of speed-up have the greatest advantage when $N > 2^d$. For example, these methods are highly efficient on problems such as MAX-3SAT, where $N >> 2^d$.

The current study focuses on NK-Landscapes [5], as well as NKq-Landscapes [2]. NKq-Landscapes display more plateaus and result in more equally good improving moves compared to standard NK-Landscapes. Thus, NKq-Landscapes have more in common with MAXSAT problems than do other types of NK-Landscapes.

The $O(1)$ complexity can be achieved on average because we use a Walsh decomposition of the evaluation function to expose bit interactions in the pseudo-Boolean functions. This information is then used to construct a partial update evaluation function that calculates which neighbors could yield an improving move after a bit flip. On average only a constant number of the neighbors can feasibly change their relative evaluation after a bit flip. In an NK-Landscape, $N$ subfunctions are evaluated, where each subfunction depends on exactly $k = K + 1$ bits. If a bit is flipped, a subfunction’s evaluation does not change unless the subfunction references the bit that has changed value. In the worst case, calculating which neighbors could yield an improving move requires $O(N)$ time. For example, if the current solution is an extremum, then it is possible that every neighbor is an improving move. In this case it is necessary to examine every neighbor to find an improving move. In order to achieve an average $O(1)$ complexity we prove that when cost is amortized across all of the bit variables, the average cost of updating the evaluation function has $O(1)$ complexity.

This also makes it possible to identify a local optimum in $O(1)$ time because, again, on average only a constant number of neighbors can change their relative evaluation after a bit flip.

Empirical data shows the restrictions required for the proof are not necessarily in practice. Instead of the amortization of cost uniformly across all variables, the search can instead avoid flipping the same high cost variables often. In practice, the high cost variables have a low rate of being flipped. Thus, our implementation uses a standard form of steepest ascent without the restrictions needed for the proof, while still achieving $O(1)$ time performance.

For example, when $K = 4$ our empirical results show that as $N$ is increase from $N = 20$ to $N = 500$ the reoccurring execution cost remains virtually constant, increasing from 1.56 seconds for $N = 20$ to only 2.15 seconds for $N = 500$ while the size of total space explored increased from 20,000 to 500,000 points. We achieve this advantage because our analysis tells us where the improving moves will be: we never have to examine most neighbors.

We also build on the theory of “Elementary Landscapes” to compute the average of neighborhoods 2 moves ahead in $O(1)$ time. Sutton et al. (2011) [8] provide a method to compute the average over all of the $\binom{N}{2}$ solutions that are exactly Hamming distance $d$
2. THE WALSH TRANSFORM

Let $X$ denote the search space: the set of binary strings of length $N$. Each bit corresponds to a single Boolean variable in the NK-Landscapes instance. NK-Landscapes are constructed from $N$ subfunctions, where each subfunction $i$ is associated with the bit in position $i$ and $K$ other randomly chosen bits. Each subfunction is a pseudo-Boolean function of $k = K + 1$ bits, and the entire NK-Landscape is a $k$-bounded pseudo-Boolean function, where:

$$f(x) = \sum_{j=1}^{N} f_j(x)$$

and $f_j$ evaluates the $j^{th}$ function for string $x$.

Any discrete function $f : \{0, 1\}^N \rightarrow \mathbb{R}$ can be represented in the orthogonal Walsh basis:

$$f(x) = \sum_{i=0}^{2^n-1} w_i \psi_i(x)$$

where $w_i$ is a real-valued constant called a Walsh coefficient and $\psi_i(x) = -1^{x_i}$ is a Walsh function that generates a sign. The Walsh coefficient is then added or subtracted in the calculation of $f(x)$ depending on the sign generated by the Walsh function $\psi$.

The Walsh transform can be applied to $f$ as follows:

$$w = Wf, \quad f = W^{-1} w$$

where $W$ is a $2^n \times 2^n$ matrix

$$W_{ij} = \psi_i(j) = -1^{x_j}$$

Normally the Walsh transform requires that the entire search space be enumerated. However, Rana et al. [6] show for the MAX-kSAT problem that if a function is composed of subfunctions, each of which is a function over $k$ Boolean variables, then the order of nonzero Walsh coefficients of the corresponding subfunction $f_j$ is also bounded by $2^k$. Each subfunction $f_j$ contributes at most $2^k$ nonzero Walsh coefficients to the Walsh transform of $f(x)$. Heckendorn also used Walsh decomposition to study NK-Landscapes [3] [4]. Thus, we can apply the Walsh transform to each subfunction in the NK-Landscape:

$$w = \sum_{j=1}^{m} W_f$$

where $w$ is a vector of polynomial coefficients. This generates the Walsh coefficients associated with each subproblem, and then adds them together as needed. The vector $w$ is highly sparse and for fixed $k$ the number of nonzero Walsh coefficients is at most $N \cdot 2^k = O(N)$.

For $0 \leq i < 2^n$, the $i^{th}$ Walsh function is defined as

$$\psi_i(x) = -1^{i \cdot x} = -1^{i \cdot \text{bitcount}(i \land x)}$$

where $\text{bitcount}(i \land x)$ counts how many 1-bits are in the string produced by the logical operation $i \land x$. String $i$ can be used to identify which combination of bits potentially interact and thus contribute to a particular Walsh coefficient. The order of the $i^{th}$ Walsh function is $2^i$, Walsh function is $\text{bitcount}(i)$ which returns the number of 1 bits in the binary representation of $i$.

The Walsh function generates a positive sign if $\text{bitcount}$ is even, and a negative sign if $\text{bitcount}$ is odd. Each Walsh coefficient $w_i$ contributes a $k-i$ difference around the mean $f = w_0$. It is critical to note that a single bit flip during local search can have only 2 possible effects. If the bit flip in string $x$ does not impact a bit in string $i$ it has no impact on Walsh coefficient contribution $\psi_i(x)w$. If the bit flip in $x$ does impact a bit in string $i$ it flips the sign generated by $\psi_i(x)$ since $\text{bitcount}$ changes by exactly 1. Assuming search starts at a random candidate solution, the Walsh functions would have to be computed once to initialize the signs associated with each Walsh coefficient. After local search starts, the signs can be updated on the fly without using the Walsh functions.

We will use the vector $w'$ to store the Walsh coefficients, and this will include the sign relative to the current solution $x$.

$$w'(x) = w(x)\psi(x)$$

We will need to index by position. This will be done from right to left starting at position 1. Thus we can use $p$ to denote the position of variable $p$. We can then define the integer value of the string $p$ relative to the bit position $p$ as follows:

$$p = 2^p - 1$$

Thus the string 01000 corresponds to integer $p = 8$ but the “1” bit appears in position $p = 4$. This notation makes it unnecessary to use an explicit mask to isolate particular variable locations. It also makes it possible to address bit locations using addition.

We will also introduce a simple convention to aid the reader. Consider an NK-landscape where $k = K+1 = 3$. Let $p, q, r$ each represent a single bit in string $b$, where $b$ has length $N$. Assume that these bits are set to 1 at bit values $p, q, r$ (respectively, at positions $p, q, r$) and 0 elsewhere in $b$, such that $b = p + q + r$. At the first initialization $w'$ is assigned as follows:

$$w'_{p+q+r}(x) = w'_{p}(x) = w_{p}$$

Such a Walsh coefficient captures the order-3 interactions among variables $p, q$ and $r$. We will also need the order-2 interactions. If a subfunction references the variables in positions $p, q$ and $r$ it will also generate the following order-2 Walsh coefficients:

$$w'_{p+q}(x), \quad w'_{p+r}(x), \quad w'_{q+r}(x)$$

and similarly these must be initialized:

$$b = p + q \implies w'_{p+q}(x) = w'_{p}(x) = w_{p}$$

Finally, $w'_{p}(x) = w_{p}$. Since we capture the sign as part of the $w'$ vector it is unnecessary to explicitly compute $\psi$.

We assume the Walsh coefficients and their signs have been computed for some initial solution $x$, and will use $b$ to index all of the Walsh coefficients in vector $w'(x)$. Let $p \subset b$ denote that bit $p$ has value 1 in string $b$. We can then compute the sum of all of the components in $w'$ that are affected when local search flips bit $p$.

$$S_p(x) = \sum_{b \in p, \text{c} \neq b} w'_c(x)$$

In this way, all of the Walsh coefficients whose signs will be changed by flipping bit $p$ are collected into a single number $S_p(x)$. This leads to Lemma 1.
Lemma 1.

Let $y_p \in N(x)$ be the neighbor of string $x$ generated by flipping bit $p$. Then $f(y_p) = f(x) - 2(S_p(x))$.

Proof: By definition

$$S_p(x) = \sum_{\forall b, \ p \subset b} u'_b(x)$$

If $p \subset b$ then $\psi_s(y_p) = -1(\psi_s(x))$ and otherwise $\psi_s(y_p) = \psi_b(x)$. Therefore all of the Walsh coefficients that contribute to the sum $S_p(x)$ change sign, and no other Walsh coefficient changes sign when bit $y_p$ is flipped. If a Walsh coefficient changes from negative to positive, the change is $-2(u'_b(x))$, and if the change is from positive to negative, the change is still $-2(u'_b(x))$. $\square$

Corollary: For all bit flips $j$, $f(y_j) = f(x) - 2(S_j(x))$. Thus, $S_j(x)$ can be used as a proxy for $f(y_j)$ because $f(x)$ is constant as $j$ is varied. Selecting the minimal sum $S_{min}(x)$ yields the steepest ascent move in the neighborhood of $f(x)$.

3. STEEPEST ASCENT

After bit $p$ is flipped and the neighbor $y_p$ is accepted, the vector $S$ must be updated.

If bit $p$ is flipped, $S_p(y_p) = -(S_p(x))$ since every Walsh coefficient that contributed to $S_p(x)$ changes sign. Thus, this update occurs in constant time.

If bit $p$ is flipped and there are no Walsh coefficients indexed by $a$ that also contribute to $S_j(y_p)$, then $S_j(y_p) = S_j(x)$ and the summation for that entry in $S$ is unchanged.

After $p$ is flipped, we must update sums that include Walsh coefficients that are jointly indexed by $p$. Let $b$ represent a bit string such that $u'_b$ is a nonzero Walsh coefficient.

$$S_q(y_p) = S_q(x) - 2 \sum_{\forall b, (p \subset b)} u'_b(x) \quad (1)$$

This means that if there exists $w'_{p+q}$ then $-2w_{p+q}$ must be added to $S_q(y_p)$. If there exists $w'_{p+q+r}$ then $-2w_{p+q+r}$ must be added to $S_q(y_p)$ and $S_r(y_p)$.

The vector $w'(x)$ must also be updated. The sign is flipped for those coefficients affected by flipping bit $p$.

$$\forall b, \ if \ p \subset b, \ w'_b(y_p) = -w'_b(x)$$

Otherwise $w'_b(y_p) = w'_b(x)$

Lemma 2

In the worst case, updating the vectors $S(y_p)$ and $w'(y_p)$ requires $O(N)$ time.

Proof:

In the worst case, there exists some variable $p$ that appears in every subfunction so that every other variable is also impacted by flipping $p$ and all of the $N$ sums in $S$ must be updated. Nevertheless, all of the sums in $S$ can be updated in $O(N)$ time since there are at most $2^N$ Walsh coefficients for each subfunction, and each subfunction contributes to at most $k$ different sums in $S$. $\square$

3.1 $O(N)$ Start-Up Costs

There are some one-time costs that must be absorbed before search can begin. Obviously, there is the cost of the Walsh analysis: there are $N$ subfunctions that each generates $2^N$ Walsh coefficients. This is clearly has $O(N)$ start-up cost.

The first move can also have $O(N)$ costs. If search is started from a local extremum, then every neighbor is an improving move. Thus, when search first begins, there may be improving moves in the first neighborhood that are independent of one another that can be taken together.

If there is more than one improving move, we will select the “best” improving move, breaking ties arbitrarily. If the selected move is $p$ then let $P = \{p \}$ be the “independent set.” We then compute the closure of $P$; if $q$ is also an improving move, and $q$ does not appear in the same subfunction with any variable in $P$, then $q \in P$. Note that different ways of breaking ties will result in different independent sets. We will assume that the best move is always placed first in $P$. If there are ties for the best move, one is selected, and the other equal moves are places in $P$ as long as independence is preserved. We then place the other improving moves in $P$ (in any arbitrary order), again making sure independence is preserved. We can then flip all of the bits in the independent set, updating $S$ as the bits are flipped.

We will define a supermove as a move that takes all of the moves in an independent set $P$ in parallel, where $|P| > 1$. A supermove could be necessary to maintain $O(1)$ complexity if there are too many improving moves, such as when search starts at a local extremum. While this does not exactly correspond to steepest ascent local search, it is also not necessarily a bad thing. A supermove allows for rapid improvement in the evaluation function.

The vector $S$ needs to be initialized after the first local search move. The first initialization of vector $S$ will require $O(N)$ time. In addition the first move can be a supermove if there are multiple independent improving moves.

3.2 The $O(1)$ average case analysis

To proof an $O(1)$ average cost, we will assume that a modified Tabu mechanism is used where all $N$ bits must be flipped before any bit is allowed to be flipped again. After all $N$ bits are flipped, the Tabu list is cleared and restarted. This strong assumption will provide an exact average time result. In both theory (see the Corollary to Theorem 1) and practice, we will relax this assumption.

Theorem 1

Assume that a Tabu mechanism is used so the same bit is not allowed to flip until all $N$ bits are also flipped. Under steepest ascent with the Tabu mechanism and allowing supermoves when needed, the cost of updating the vector $S$ to find the steepest ascent move can be amortized over $N$ steps to yield an average number of dates involving at most $k(k-1)2^{k-2} = O(1)$ Walsh coefficients.

Proof:

At step one, a steepest ascent move $p$ is selected; if there exists more than one independent improving move a supermove is taken. This is a one time cost.

After the initial supermove the vector $S$ only contains 1) equal moves, 2) disimproving moves, 3) Tabu moves and 4) elements that have been updated: all non-independent improving moves are destroyed by the updates. Thus, the next improving move must be selected from the updated positions in $S$.

If more than one independent improving move is available among the updates, then a new “independent set” will exist. We will process these by placing them in a buffer $B$. $B$ can be implemented as a heap, but since the buffer will be of (short) fixed length, the elements in $B$ can be inserted or deleted in $O(1)$ time. However, if there are more than $|B|$ improving moves, a supermove must be taken to both exploit the improving moves and clear buffer $B$. After every move the vector $S$ will again contain only 1) equal moves, 2) disimproving moves, 3) Tabu moves and 4) updated elements.
After \( N \) steps every bit has been flipped 1 time. All of the bits taken during a supermove count toward the number of bit flips. For each bit flip there will be one update of the form \( S_p(y_p) = -S_p(x) \). Note that this operator involves a simple change of sign. This is the only update that changes a linear Walsh coefficient.

When \( p \) flips, other nonlinear updates to \( S \) are given by:

\[
S_p(y_p) = S(x) - 2 \sum_{\forall b, (p \neq i) < b} u'_b(x)
\]

If there are \( k \) variables per subfunction, then when 1 bit flips, there are \( k - 1 \) other sums in \( S \) that must be updated. After all \( k \) variables are flipped, there is a total of \( k(k-1) \) updates to sums in \( S \) per subfunction. Over \( N \) subfunctions there would be at most \( k(k-1)N \) updates to \( S_p(y_p) \). When this is amortized over all \( N \) bits, the average number of elements in \( S \) that must be updated is \( k(k-1)N/N = k(k-1) + 1 \).

We must also account for each Walsh coefficient that changes sign and contribute to the updates in \( S \). A Walsh coefficient of order \( j \) is affected by \( j \) bit flips, each of which results in an update to \( j \) other sums. For each subfunction there are at most \( \binom{k}{j} \) order \( j \) Walsh coefficients. Thus after all \( N \) bits flip, the number of updates per subfunctions is at most

\[
\sum_{j=2}^{k} j(j-1) \binom{k}{j} = k(k-1)2^{k-2} - 2
\]

which is multiplied by \( N \) over all subfunctions. When this work is amortized over all \( N \) bits, the average number of operations involving Walsh coefficients is \( k(k-1)2^{k-2} - 2 = O(1) \).

An improving move can only be found in the buffer \( B \) or in the set of updates at each time step. The cost of checking and updating the buffer is constant. The average cost of checking the updated sums in \( S \) is \( k(k-1) + 1 \) on average after each bit flip. Thus, on average the cost of each bit flip is \( O(1) \).

**Corollary:** Assume only those variables that appear more than \( T \) times across all subfunctions become Tabu after 1 flip, where \( T \) is a constant. All other variables can be freely flipped. Each variable that is Tabu remains Tabu for \( N \) bit flips independent of all of the other variables. Thus every possible sequence of \( N \) flips has an average complexity per move that is \( O(1) \).

### 3.3 Theory versus Practice

The proof deals with two issues: 1) balancing the number of times that high cost and low cost bit flips occur and 2) making sure there are not too many unexploited improving moves.

A bit variable will in expectation appear in \( k \) subfunctions. If the threshold is set at \( T = 2k \) before a variable becomes Tabu, then the majority of variables will not be Tabu.

Furthermore, if the expected waiting time between flips is greater than or equal to \( T \) no Tabu mechanism is needed.

In our experiments we have been able to ignore the Tabu restrictions. Empirical data in Table 1 shows there is a negative correlation between how often a bit appears in subfunctions and how often it flips under a traditional steepest ascent algorithm. The bits that appear more often in subfunctions (and thus might be Tabu) are the bits that flip the least. Bits that appears in fewer subfunctions are flipped at a higher rate. This suggests that the bits that appear in more subfunctions have a greater impact on the evaluation function, and thus they are less likely to change under steepest ascent.

### 3.4 Computing AVG(Nx) in O(1) time

Recall that \( N(x) \) generates the set of neighbors of solution \( x \). Let \( AVG(N(x)) \) compute the average evaluation of the neighbors of \( x \).

\[
AVG(N(x)) = 1/N \sum_{i=1}^{N} f(y_i) \quad \text{where } y_i \in N(x)
\]

\[
= 1/N \sum_{i=1}^{N} (f(x) - 2(S_i(x))
\]

\[
= f(x) - 2/N \sum_{i=1}^{N} (S_i(x)) \quad (1)
\]

Sutton et al. (2009, 2011) [7, 8] derive the same basic result using principles from elementary landscapes.

Let \( \psi'_{p,j} \) denotes the sum of all Walsh coefficients of order \( j \) that reference bit \( p \).

\[
\psi'_{p,j}(x) = \sum_{\forall b, b \neq k, p < b} u'_b(x)
\]

where \( b^T b = \text{bitcount}(b) = j \) is the order of coefficient \( u_b \).

We can now define the update for the vector \( S \) as follows, for \( y_p \in N(x) \):

\[
S_i(x) = \sum_{j=1}^{k} \psi'_{i,j}(x)
\]

\[
S_i(y_p) = S_i(x) - 2 \sum_{\forall b, (p \neq i) < b} u'_b(x) \quad (2)
\]

We next define a new vector \( Z \) that computes a parallel result.

\[
Z_i(x) = \sum_{j=1}^{k} j\psi'_{i,j}(x)
\]

\[
Z_i(y_p) = Z_i(x) - 2 \sum_{\forall b, (p \neq i) < b} \text{Order}(b)(u'_b(x))
\]

Table 1: Correlation Coefficients of numbers of interactive bits and numbers of bit-flips. Results are averaged over 100 independent runs for each parameter setting, and the relative standard deviations are displayed in parentheses.

<table>
<thead>
<tr>
<th>N</th>
<th>K=2</th>
<th>K=4</th>
<th>K=8</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>-0.42</td>
<td>0.08</td>
<td>-0.57</td>
</tr>
<tr>
<td>50</td>
<td>-0.41</td>
<td>0.10</td>
<td>-0.56</td>
</tr>
<tr>
<td>100</td>
<td>-0.25</td>
<td>0.07</td>
<td>-0.39</td>
</tr>
</tbody>
</table>
where \( \text{Order}(b) \) is a lookup table that stores the order of Walsh coefficient \( w_b^i \).

**Lemma 2.**

For any \( k \)-bound pseudo-Boolean function:

\[
\text{Avg}(N(y_p)) = \text{Avg}(N(x)) - 2S_p(x) + \frac{4}{N}Z_p(x)
\]

**Proof:**

\[
\sum_{i=1}^{N} \sum_{\forall b,(p,q) \subset b} w_b^i = k \sum_{j=1}^{k} \varphi_{p,j}(x) = Z_p(x)
\]

(3)

because each \( j^{th} \) order Walsh coefficient appears \( j \) times (e.g., \( w_{p+q+r}^i \) is counted when \( i = p, i = q, \) and \( i = r \)).

\[
A = \text{Avg}(N(y_p)) = f(y_p) - 2/N \sum_{i=1}^{N} S_i(y_p) \quad \text{by Eqn 1}
\]

\[
= f(y_p) - \frac{2}{N} \sum_{i=1}^{N} [S_i(x) - 2 \sum_{\forall b,(p,q) \subset b} w_b^i(x)] \quad \text{by Eqn 2}
\]

\[
= [f(x) - 2S_p(x)] - \frac{2}{N} \sum_{i=1}^{N} S_i(x) + \frac{4}{N} \sum_{j=1}^{k} j \varphi_{p,j}(x) \quad \text{by Eqn 3}
\]

\[
= [f(x) - 2S_p(x)] - \frac{2}{N} \sum_{i=1}^{N} S_i(x) - 2S_p(x) + \frac{4}{N} \sum_{j=1}^{k} j \varphi_{p,j}(x)
\]

\[
= \text{Avg}(N(x)) - 2S_p(x) + \frac{4}{N} \sum_{j=1}^{k} j \varphi_{p,j}(x) \quad \text{by Eqn 1}
\]

\[
= \text{Avg}(N(x)) - 2S_p(x) + \frac{4}{N} Z_p(x)
\]

\( \square \)

**Theorem 2.**

For NK-Landscapes the Tabu-restricted form of steepest ascent using \( \text{Avg}(N(y_i)) \) as a surrogate gradient over all neighbors \( y_i \in N(x) \) has \( O(1) \) time on average.

**Proof:**

The vector \( S \) and \( Z \) are the same, except the computations in \( Z \) are weighted by \( \text{Order}(j) \). Vector \( Z \) must be updated exactly when \( S \) is updated:

\[
S_i(y_p) \equiv S_i(x) \iff Z_i(y_p) \equiv Z_i(x)
\]

where “\( \equiv \)” denotes equivalence because no update has occurred. (By coincidence, values that have been updated can also be equal.)

Let \( U_i = -2S_i(x) + \frac{4}{N} Z_i(x) \). It follows that maximizing \( U \) maximizes \( \text{Avg}(N(y_i)) \) just as minimizing \( S(x) \) maximizes \( f(y_i) \). We will use the same Tabu restricted modified steepest ascent search used to search \( U \). The only additional information that is needed is the order of the Walsh coefficient, which is obtain by table-lookup in \( O(1) \) time. On average, a move can be selected and \( Z \) updated in \( O(1) \) time using exactly the same logic and data structures used to implement steepest ascent over \( S(x) \). \( \square \)

4. **EMPIRICAL RESULTS**

4.1 Using statistics to guiding search

To empirically demonstrate the utility of using summary statistics of neighborhoods, we replace the standard fitness function for NK-Landscapes with \( \text{Avg}(N(x)) \) in three widely studied combinatorial optimization algorithms: steepest ascent local search with random restart (LSr), a simple genetic algorithm (GA), and the CHC algorithm [1].

LSr as implemented here is a strict steepest steepest ascent algorithm; we do not use a Tabu mechanism and do not use super-moves. When there is no improving move found in neighborhoods, LSr restarts from a random solution. The simple generational GA is implemented with: 1) one-point crossover at the rate of 0.8; 2) one-bit flip mutation at the rate of 1/\( N \); 3) tournament selection of size 2; 4) and population of size 50. The CHC algorithm in our experimental studies uses the recommended settings from the original literature [1]. The number of evaluations allowed for each algorithm is set to 1000 \( \times \) \( N \), assuming that the \( \text{Avg}(N(x)) \) can be obtained by one evaluation. In this way, one can focus on investigating the impact of utilizing summary statistics.

4.1.1 NK-Landscapes

The first question that we would like to investigate is this, “Is there an advantage to using \( \text{Avg}(N(x)) \) to guide search compared to the normal evaluation function?” Table 2 displays the results. The means as well as the standard deviations over 30 independent runs are presented. The better mean within the same algorithm category is typed in bold font. In addition, the better one is marked with “*”, if the difference is statistically significant according to Wilcoxon rank-sum test with 5% significance level.

One can observe that \( \text{Avg}(N(x)) \) actually leads both LSr and GA to a better solution in most cases, compared to using the standard fitness function. Using \( \text{Avg}(N(x)) \) accesses the potential of candidate solution for search algorithms whose neighborhood operator includes a single bit flip, as is the case for LSr and the GA. Statistical tests manifest the improvements are not statistically significant however. This is due to the characteristics of NK-Landscapes. Each subfunction of NK-Landscapes is a lookup table from uniform distribution over \( [0,1] \), thus there are limited number of plateaus. \( \text{Avg}(N(x)) \) is more likely to help search process when there are numerous plateaus. We will discuss empirical validation of this hypothesis in subsequent set of experiments on NKq-Landscapes.

On the other hand, \( \text{Avg}(N(x)) \) always statistically significantly degrades CHC’s search ability. This is not surprising though, as CHC employs a radical and highly disruptive neighborhood operator that aims to generate offspring that are maximally different from its parents. The Hamming distance 1 neighborhood is not part of the neighborhood space explored by CHC. As a consequence, the average evaluation of all solutions which are one bit different from current solution (the neighborhood by our definition) is not useful information to the CHC algorithm.

Notice that using \( \text{Avg}(N(x)) \) as the fitness function does not enhance the performance of LSr when \( N = 20 \). However, LSr almost always finds the global optimum when \( N = 20 \).

Overall, the CHC algorithm yields the best result most of the time, but it is only slightly better than LSr. However, it should be stressed that CHC is more costly than brute force steepest ascent, and the execution time of CHC is at least 20 times slower than that of the fast Walsh steepest ascent method when \( N = 100 \) and \( K \leq 4 \). If we want to beat CHC, we can let our fast Walsh steepest ascent algorithm run longer and do more restarts.
In order to distinguish NK-Landscapes and NKq-Landscapes, we introduce the notion of integers \( q \). Hence there are likely to be more plateaus, if \( q \) is small. The averages of their neighborhoods could be different. Fewer plateaus. Even when 2 neighbors have the same evaluation, there is no improving move in neighborhood of a candidate solution, we count it as local optimum, thus plateaus are ignored.

For CHC, using the original evaluation function is significantly better as the fitness function perform better with statistical significance, or as least comparable on all cases compared to using the standard evaluation function. The advantage of using \( \text{Avg}(N(x)) \) as the fitness function is far clearer for NKq-Landscapes, as can be seen in Table 2. \( \text{Avg}(N(x)) \) helps the search much more when there are a large number of plateaus.

For CHC, using the original evaluation function is significantly better on all cases. This appears to be related to inherent property of the CHC algorithm. The disruptive crossover operator used by CHC generates offspring that are not neighbors of the current solution. Thus, the traditional notion of “neighborhood” does not appear to be relevant to the CHC algorithm.

Both Table 2 and Table 4 discloses the helpfulness of incorporating summary statistics of neighborhoods into single-bit-flip based search algorithms, especially for local search using steepest ascent. However, brute force method requires \( N^k \) evaluations for taking one move in steepest ascent, which renders it impractical in most situations. However, the neighborhood averages can be computed very efficiently using the Walsh decomposition, assuming that \( N >> 2^k \).

### 4.2 Accelerating Steepest Ascent

Lemma 2 in Section 3 shows Walsh analysis for steepest ascent requires \( O(N) \) time in worst case. And when a modified Tabu scheme is introduced to constrain the pattern of bit flips, \( O(1) \) complexity can be achieved on average.

When implementing our fast Walsh steepest ascent algorithm we ignored the Tabu mechanism and we allowed the buffer of improving moves to be unrestricted. While this could degrade the desired \( O(1) \) performance, empirically there was little degradation of performance. Empirically the Tabu mechanism was not required. We do absorb a few \( O(N) \) costs associated with the buffer of improving moves.

The overall algorithm is sketched out as follow:

1. The first move that the vector \( S \) be constructed, and all \( N \) elements in the \( S \) vector are searched to find improving moves. These improving moves are sorted and placed in the buffer \( B \) so that a strict steepest ascent local search can be done. This is a one time costs.
2. Suppose the \( j \)th neighbor is considered as the next best move and flips the \( j \)th bit of solution \( x \); all elements in \( S \) vector whose bits interacting with the \( j \)th bit will potentially change, and should be rechecked. Improving moves are updated in buffer \( B \).
3. Only elements in buffer \( B \) are examined to find the next
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ber of evaluations is set to $c$.

move requires a round of updates to $S$.

Kerates LSr, especially when ascent behaves exactly the same during the whole course of search, speedup is achieved for $10000x$.

Processor 285 at 2.6GHz.

est ascent. All algorithms are implemented in Python. The runtime given for both brute force steepest ascent and the fast Walsh steep-
Table 4: Best solutions found on unrestricted NKq-landscapes with $q = 2$ as minimization problems.

4. If termination condition is not met, go to Step 2 until buffer $B$ is empty.

5. Execute a random restart, and then go to Step 1.

In this way, brute force steepest ascent and the fast Walsh steepest ascent behaves exactly the same during the whole course of search, thus the same results could be guaranteed.

Table 5 compares the runtime between LSr with the real evaluation function and the one using $Avg(N(x))$; runtime results are given for both brute force steepest ascent and the fast Walsh steepest ascent. All algorithms are implemented in Python. The runtime are measured under Cray Linux Environment with AMD Opteron(tm) Processor 285 at 2.6GHz.

Table 5 shows the fast Walsh steepest ascent dramatically accelerates LSr, especially when $K$ is small and $N$ is large. A nearly 10000x speedup is achieved for $N = 100$ and $K = 2$ when the surrogate fitness is used. The results are consistent with the theory in Section 3 in several aspects:

The updates to both $S$ and $Z$ vector take O(1) time on average. LSr requires $N$ fitness evaluation for taking one move, and each move requires a round of updates to $S(x)$, $Z(x)$ and $u'(x)$. According to the foregoing theory, one round of updates takes O(1) time, which is denoted as $c$. Remember that the maximum number of evaluations is set to $1000 \times N$, thus there are 1000 moves for a steepest ascent algorithm to take and the total time spend on updates is 1000c.

Table 6 shows the initialization of data structures. This is main part of algorithm that will grow at the order $O(N)$. Since the initialization only happens once, it does not play a key role in the overall computation, when $N$ is small. The growth of overall CPU time for LSr using Walsh analysis should be very slow. Results associated with Walsh analysis in Table 5 display runtimes that are nearly constant for the reoccurring update costs. Operations to the unrestricted buffer should be the only factor that would occasionally cause the update work to expand as $N$ increases, but this does not appear to be a significant factor. As $N$ increases from $N = 20$ to $N = 500$, for $K = 4$ the update cost increase from 1.56 second

<table>
<thead>
<tr>
<th>N</th>
<th>algo</th>
<th>Eval</th>
<th>K=2 mean</th>
<th>std.</th>
<th>K=4 mean</th>
<th>std.</th>
<th>K=8 mean</th>
<th>std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>LSr</td>
<td>f(x)</td>
<td>5.000e-02</td>
<td>0.000e+00</td>
<td>5.000e-02</td>
<td>0.000e+00</td>
<td>8.333e-03</td>
<td>2.267e-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Avg(N(x))$</td>
<td>5.000e-02</td>
<td>0.000e+00</td>
<td>5.000e-02</td>
<td>0.000e+00</td>
<td>8.333e-03</td>
<td>2.267e-02</td>
</tr>
<tr>
<td></td>
<td>GA</td>
<td>f(x)</td>
<td>7.833e-02</td>
<td>3.337e-02</td>
<td>8.667e-02</td>
<td>3.145e-02</td>
<td>1.150e-01</td>
<td>5.025e-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Avg(N(x))$</td>
<td>+6.000e-02</td>
<td>2.000e-02</td>
<td>8.833e-02</td>
<td>3.078e-02</td>
<td>1.267e-01</td>
<td>4.422e-02</td>
</tr>
<tr>
<td></td>
<td>CHC</td>
<td>f(x)</td>
<td>+5.167e-02</td>
<td>8.975e-03</td>
<td>+5.167e-02</td>
<td>8.975e-03</td>
<td>+7.333e-02</td>
<td>3.091e-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Avg(N(x))$</td>
<td>9.333e-02</td>
<td>2.134e-02</td>
<td>9.333e-02</td>
<td>1.700e-02</td>
<td>9.833e-02</td>
<td>1.572e-02</td>
</tr>
<tr>
<td>50</td>
<td>LSr</td>
<td>f(x)</td>
<td>1.460e-01</td>
<td>1.053e-02</td>
<td>5.800e-02</td>
<td>1.400e-02</td>
<td>7.667e-02</td>
<td>2.006e-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Avg(N(x))$</td>
<td>+1.293e-01</td>
<td>9.978e-03</td>
<td>+2.533e-02</td>
<td>8.844e-03</td>
<td>+5.867e-02</td>
<td>1.454e-02</td>
</tr>
<tr>
<td></td>
<td>GA</td>
<td>f(x)</td>
<td>1.727e-01</td>
<td>2.159e-02</td>
<td>1.067e-01</td>
<td>3.664e-02</td>
<td>1.427e-01</td>
<td>3.958e-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Avg(N(x))$</td>
<td>1.687e-01</td>
<td>2.045e-02</td>
<td>+9.000e-02</td>
<td>3.000e-02</td>
<td>1.273e-01</td>
<td>2.988e-02</td>
</tr>
<tr>
<td></td>
<td>CHC</td>
<td>f(x)</td>
<td>+1.420e-01</td>
<td>1.301e-02</td>
<td>+2.867e-02</td>
<td>9.911e-03</td>
<td>+1.653e-01</td>
<td>3.304e-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Avg(N(x))$</td>
<td>2.673e-01</td>
<td>2.394e-02</td>
<td>2.227e-01</td>
<td>2.351e-02</td>
<td>2.127e-01</td>
<td>2.159e-02</td>
</tr>
<tr>
<td>100</td>
<td>LSr</td>
<td>f(x)</td>
<td>1.543e-01</td>
<td>1.174e-02</td>
<td>9.800e-02</td>
<td>1.424e-02</td>
<td>1.037e-01</td>
<td>1.016e-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Avg(N(x))$</td>
<td>+1.280e-01</td>
<td>7.483e-03</td>
<td>+5.633e-02</td>
<td>7.951e-03</td>
<td>+7.733e-02</td>
<td>9.286e-03</td>
</tr>
<tr>
<td></td>
<td>GA</td>
<td>f(x)</td>
<td>1.877e-01</td>
<td>2.692e-02</td>
<td>1.373e-01</td>
<td>2.516e-02</td>
<td>1.463e-01</td>
<td>2.429e-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Avg(N(x))$</td>
<td>+1.563e-01</td>
<td>1.542e-02</td>
<td>+9.400e-02</td>
<td>1.960e-02</td>
<td>+1.233e-01</td>
<td>2.150e-02</td>
</tr>
<tr>
<td></td>
<td>CHC</td>
<td>f(x)</td>
<td>+1.373e-01</td>
<td>1.031e-02</td>
<td>+5.300e-02</td>
<td>1.242e-02</td>
<td>+1.750e-01</td>
<td>6.811e-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Avg(N(x))$</td>
<td>3.587e-01</td>
<td>1.477e-02</td>
<td>3.167e-01</td>
<td>1.832e-02</td>
<td>2.920e-01</td>
<td>1.833e-02</td>
</tr>
</tbody>
</table>

Table 5: Runtime comparison in terms of CPU time (seconds) for a single run of LSr under specific setting of NK-Landscapes. “Method” means the method of computation, either by brute force enumeration of all of the neighbors, or by using Walsh analysis to find which neighbors could be improving moves.

Runtime of brute force approach for cases of $N > 100$ is not provided here. We assumes that Walsh coefficients are available beforehand.
steepest ascent improving move. This restrictions include a Tabu of Steepest Ascent Local Search where, on average, we only need the search behavior of Steepest Ascent Local Search, particularly function. Using this surrogate fitness function generally improves the neighborhood at Hamming distance 2 as a new surrogate fitness as MAX-kSAT. This paper also introduced the use of the average of specific implementation has been developed for NK-Landscapes Ascent Local Search for k-bounded pseudo-Boolean functions. A runtime listed in Table 6.

Table 6: CPU time (seconds) consumed by initial one time cost and recurring update costs.

<table>
<thead>
<tr>
<th>N</th>
<th>fitness</th>
<th>stage</th>
<th>K=2</th>
<th>K=4</th>
<th>K=8</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>f(x)</td>
<td>initial</td>
<td>1.51e-01</td>
<td>3.96e+00</td>
<td>2.72e+02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>update</td>
<td>1.23e-01</td>
<td>1.56e+00</td>
<td>9.46e+01</td>
</tr>
<tr>
<td></td>
<td>Avg(N(x))</td>
<td>initial</td>
<td>2.79e-01</td>
<td>5.78e+00</td>
<td>4.85e+02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>update</td>
<td>2.33e-01</td>
<td>3.16e+00</td>
<td>1.95e+02</td>
</tr>
<tr>
<td>50</td>
<td>f(x)</td>
<td>initial</td>
<td>1.86e-01</td>
<td>3.35e+00</td>
<td>3.32e+02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>update</td>
<td>1.40e-01</td>
<td>1.75e+00</td>
<td>1.16e+02</td>
</tr>
<tr>
<td></td>
<td>Avg(N(x))</td>
<td>initial</td>
<td>3.57e-01</td>
<td>6.54e+00</td>
<td>6.34e+02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>update</td>
<td>2.63e-01</td>
<td>3.54e+00</td>
<td>2.34e+02</td>
</tr>
<tr>
<td>100</td>
<td>f(x)</td>
<td>initial</td>
<td>2.05e-01</td>
<td>3.61e+00</td>
<td>3.43e+02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>update</td>
<td>1.59e-01</td>
<td>1.88e+00</td>
<td>1.23e+02</td>
</tr>
<tr>
<td></td>
<td>Avg(N(x))</td>
<td>initial</td>
<td>3.87e-01</td>
<td>7.06e+00</td>
<td>6.71e+02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>update</td>
<td>2.90e-01</td>
<td>3.83e+00</td>
<td>2.54e+02</td>
</tr>
<tr>
<td>200</td>
<td>f(x)</td>
<td>initial</td>
<td>2.59e-01</td>
<td>3.94e+00</td>
<td>3.54e+02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>update</td>
<td>1.91e-01</td>
<td>1.99e+00</td>
<td>1.28e+02</td>
</tr>
<tr>
<td></td>
<td>Avg(N(x))</td>
<td>initial</td>
<td>4.58e-01</td>
<td>7.42e+00</td>
<td>6.90e+02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>update</td>
<td>3.33e-01</td>
<td>4.11e+00</td>
<td>2.71e+02</td>
</tr>
<tr>
<td>500</td>
<td>f(x)</td>
<td>initial</td>
<td>5.07e-01</td>
<td>5.40e+00</td>
<td>3.81e+02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>update</td>
<td>2.84e-01</td>
<td>2.15e+00</td>
<td>1.31e+02</td>
</tr>
<tr>
<td></td>
<td>Avg(N(x))</td>
<td>initial</td>
<td>7.48e-01</td>
<td>9.04e+00</td>
<td>7.26e+02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>update</td>
<td>4.62e-01</td>
<td>4.57e+00</td>
<td>2.98e+02</td>
</tr>
</tbody>
</table>

Table 7: CPU time (seconds) for Computing Walsh Coefficients

to 2.15 second for the standard evaluation function. Even the one time costs increase from only 3.06 to 5.4 seconds.

The table also shows however, that the costs are very different when $2^k > N$. When $k = 8$ the Walsh analysis is more costly than brute force search, but this is not surprising.

One might also wonder about the cost needed to computing the Walsh coefficients, as they are necessary for Walsh analysis. Table 7 yields the computational cost for computing Walsh coefficients in reality. We observe that time requires for computing Walsh analysis is only small portion (mostly less than 10%) of the overall runtime listed in Table 5, thus this should not be our major concern.

5. CONCLUSIONS

This paper introduces a fast method of implementing Steepest Ascent Local Search for k-bounded pseudo-Boolean functions. A specific implementation has been developed for NK-Landscapes and NKq-Landscapes, but the results equally hold for domains such as MAX-kSAT. This paper also introduced the use of the average of the neighborhood at Hamming distance 2 as a new surrogate fitness function. Using this surrogate fitness function generally improves the search behavior of Steepest Ascent Local Search, particularly on NKq-Landscapes with plateaus.

We have proven that it is possible to implement a restricted form of Steepest Ascent Local Search where, on average, we only need to examine a constant number of neighbors in order to find the steepest ascent improving move. This restrictions include a Tabu mechanism, and the use of supernoves to avoid the accumulation of improving moves.

We have also shown empirically that the Tabu mechanism is not needed. Supernoves are only necessary is there are too many (i.e., $O(N))$ improving moves waiting to be selected. In practice this is usually not a problem. Thus, these restrictions were not implemented.

There are many opportunities to continue to improve this line of research. While we do not exploit supernoves in the current study, there seems to be no good reason not to exploit supernoves as often as possible. To achieve true $O(1)$ complexity we could use a form of soft restarts instead of random restarts. Fixed length random walks could be used to escape local optima; updates for a fixed length random walk would preserve the $O(1)$ complexity and avoid the $O(N)$ random restart costs.
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