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SUMMARY

Comprehensive, automated software testing requires an oracle to check whether the output produced by a test case matches the expected behavior of the program. But the challenges in creating suitable oracles limit the ability to perform automated testing in some programs including scientific software. Metamorphic testing is a method for automating the testing process for programs without test oracles. This technique operates by checking whether the program behaves according to a certain set of properties called metamorphic relations. A metamorphic relation is a relationship between multiple input and output pairs of the program. Unfortunately, finding the appropriate metamorphic relations required for use in metamorphic testing remains a labor intensive task, which is generally performed by a domain expert or a programmer.

In this work, we conduct a series of empirical studies to evaluate the effectiveness of graph kernels, a mechanism to compute a similarity score between pair graphs. These graph kernels use a variety of substructures in graph based program representations for predicting metamorphic relations. In addition, we compare the effectiveness of program control flow and data dependency information for predicting metamorphic relations.

Results of our empirical studies show that graph kernels can improve the prediction effectiveness. In addition we show that incorporating domain information such as properties of mathematical operations improves prediction effectiveness of the graph kernels. Further, we show that program control flow information is more effective in predicting metamorphic relations than data dependency information. Finally, we show that combining control flow and data dependency information might be useful when predicting some metamorphic relations.
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1. INTRODUCTION

Scientific software is widely used in science and engineering. Such software plays an important role in critical decision making in fields such as the nuclear industry, medicine and the military [1, 2]. In addition, results obtained from such software are used as evidence for research publications [2]. But
due to the lack of systematic testing in scientific software, subtle faults can remain undetected. These subtle faults can cause incorrect program outputs without causing a program to crash. Software faults such as one-off errors caused loss of precision in seismic data processing programs [3]. Software faults compromised coordinate measuring machine (CMM) performance [4]. In addition, there have been several retractions of published work due to software faults [5]. Hatton et al. [6] found that several software systems written for geoscientists produced reasonable yet essentially different results. There were situations where scientists believed that they needed to modify the physics model or develop new algorithms but later discovered that the real problem was small faults in the code [7]. Therefore it is important to conduct comprehensive automated testing on scientific software to ensure that they are implemented correctly.

One of the greatest challenges in software testing is the oracle problem. Automated testing requires automated test oracles, but such oracles may not exist. This problem commonly arises when testing scientific software. Many scientific applications fall into the category of “non-testable programs” [8] where an oracle is unavailable or too difficult to implement. In such situations, a domain expert must manually check that the output produced from the application is correct for a selected set of inputs. Further, Sanders et al. [1] found that due to a lack of background knowledge in software engineering, scientists conduct testing in an unsystematic way. This situation makes it difficult for testing to detect subtle faults such as one-off errors, and hinders the automation of the testing process. A recent survey conducted by Joppa et al. showed that due to a lack of background knowledge in software engineering, scientists conduct testing in an unsystematic way. This situation makes it difficult for testing to detect subtle faults such as one-off errors, and hinders the automation of the testing process. A recent survey conducted by Joppa et al. showed that due to a lack of background knowledge in software engineering, scientists conduct testing in an unsystematic way. This situation makes it difficult for testing to detect subtle faults such as one-off errors, and hinders the automation of the testing process.

Metamorphic testing is a technique, introduced by Chen et al. [11], that can be used to test programs that do not have oracles. This technique operates by checking whether the program under test behaves according to an expected set of properties known as metamorphic relations. A metamorphic relation (MR) specifies how a particular change to the input of the program should change the output [12]. For example, in a program that calculates the average of an integer array, randomly permuting the order of the elements in the input array should not change the result. This property can be used as a MR for testing this program.

Violation of a MR occurs when the change in the output differs from what is specified by the considered MR. Satisfying a particular MR does not guarantee that the program is implemented correctly. However, a violation of a MR indicates that the program contains faults. Previous studies show that metamorphic testing can be an effective way to test programs without oracles [12, 13]. Enumerating a set of MRs that should be satisfied by a program is a critical initial task in applying metamorphic testing [14, 15]. Currently, a tester or a developer has to manually identify MRs using her knowledge of the program under test; this manual process can easily miss some of the important MRs that could reveal faults.

In our previous work we showed that we can create machine learning prediction models that can automatically predict MRs of previously unseen functions using a set of features extracted from the control flow graph of the function [16]. We showed that these prediction models make consistent
predictions even when the functions contain faults. In this work we extend our previous work by investigating:

1. The effectiveness of different substructures in graph based function representations for predicting MRs.
2. The effectiveness of features that would represent the control flow and data dependency information of a function for predicting MRs.

In addition we extend our empirical studies by adding new functions obtained from open source code libraries. We also use several new MRs that were not used in our previous study.

The remainder of this paper is organized as follows: Section 2 describes details about metamorphic testing and kernel methods. Our approach including the detailed information about how we apply graph kernels are described in Section 3. Section 4 and Section 5 describes our experimental setup and the results of our empirical studies, respectively. We discuss threats to validity in Section 6. Section 7 presents the related work. Section 8 provides our conclusions and future work.

2. BACKGROUND

In this section we present some background information about metamorphic testing and kernel methods we use in this work.

2.1. Metamorphic testing

Metamorphic testing was introduced by Chen et al. [11] to alleviate the oracle problem. It supports the creation of follow-up test cases from existing test cases [11, 12] through the following process:

1. Identify an appropriate set of MRs that the program under test should satisfy.
2. Create a set of initial test cases using techniques such as random testing, structural testing or fault based testing.
3. Create follow-up test cases by applying the input transformations required by the identified MRs in Step 1 to each initial test case.
4. Execute the corresponding initial and follow-up test case pairs to check whether the output change complies with the change predicted by the MR. A run-time violation of a MR during testing indicates a fault or faults in the program under test.

Since metamorphic testing checks the relationship between inputs and outputs of multiple executions of the program under test, this method can be used when the correct result of individual executions are not known.

Consider the function in Figure 1 that calculates the sum of integers in an array \( a \). Randomly permuting the order of the elements in \( a \) should not change the result. This is the permutative MR in Table 1. Further, adding a positive integer \( k \) to every element in \( a \) should increase the result by \( k \times \text{length}(a) \). This is the additive MR in Table 1. Therefore, using these two relations, two follow-up test cases can be created for every initial test case and the outputs of the follow-up test cases can be predicted using the initial test case output.


```java
public static int addValues(int a[]) {
    int sum = 0;
    for (int i = 0; i < a.length; i++) {
        sum += a[i];
    }
    return sum;
}
```

Figure 1. Function for calculating the sum of elements in an array.

2.2. Kernel methods

Figure 2. Function $\phi$ maps data into a new feature space such that a linear separation can be found.

Kernel methods perform pattern analysis by following two main steps: (1) Embed the data in an appropriate feature space. (2) Use machine learning algorithms to discover linear relations in the embedded data [17]. Figure 2 depicts how the data is mapped to a feature space such that a linear separation of the data can be obtained. There are two main advantages of using kernel methods. First, machine learning algorithms for discovering linear relations are efficient and are well understood. Second, a kernel function can be used to compute the inner product of data in the new feature space without explicitly mapping the data into that space. A kernel function computes the inner products in the new feature space directly from the original data [17]. Let $k$ be the kernel function and $x_1, x_2, ..., x_m$ be training data. Then the kernel function calculates the inner product in the new feature space using only the original data without having to compute the mapping $\phi$ explicitly as follows: $k(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle$. Machine learning algorithms such as support vector machines (SVMs) can use the kernel function instead of calculating the actual coordinates in the new feature space.

In this work we represent the program functions using a graph that captures both control flow and data dependency information. Therefore we provide some background on methods used for comparing graphs. Graph comparison/classification has been previously applied in areas such as bioinformatics, chemistry, sociology and telecommunication. Graph comparison algorithms can be
divided into three groups [18]: (1) set based, (2) frequent subgraph based and (3) kernel based. Set based methods compare the similarity between the set of nodes and the set of edges in two graphs. These methods do not consider the topology of the graph. Frequent subgraph based methods first develop a set of subgraphs that are frequently present in a graph dataset of interest. Then these selected subgraphs are used for graph classification. Frequent subgraph based methods are computationally expensive and the complexity increases exponentially with the graph size. In this paper we use the kernel based approach, specifically graph kernels and compare their performance to the set of features we used in our previous work [16].

Graph kernels are a set of kernel functions used for graph data. Graph kernels compute a similarity score for a pair of graphs by comparing their substructures, such as shortest paths [19], random walks [20], and subtrees [21]. Graph kernels provide a method to explore the graph topology by comparing graph substructures in polynomial time. Therefore graph kernels can be used efficiently to compare similarities between programs which are represented as graphs (e.g. control flow graphs and program dependency graphs).

3. APPROACH

Figure 3 shows an overview of our approach. During the training phase, we start by creating a graph based representation that shows both the control flow and data dependency information of the functions in the training set, which is a set of functions associated with a label that indicates if a function satisfies a given metamorphic relation (positive example) or not (negative example). Then we compute the graph kernel values that give a similarity score for each pair of functions in the training set. Then the computed graph kernel is used by an SVM to create a predictive model. During the testing phase, we use the developed model to predict whether a previously unseen function satisfies the considered metamorphic relation.

3.1. Function Representation

We used the following graph based representation of a function that contains both control flow and data dependency information: \( G_f = (V, E) \) of a function \( f \) is a directed graph, where each \( v_x \in V \) represents a statement \( x \) in \( f \). Each node is labeled with the operation performed in \( x \), denoted by \( \text{label}(v_x) \). An edge \( e = (v_x, v_y) \in E \) if \( x, y \) are statements in \( f \) and \( y \) can be executed immediately after executing \( x \). These edges represent the control flow of the function. An edge \( e = (v_x, v_y) \in E \) if \( x, y \) are statements in \( f \) and \( y \) uses a value produced by \( x \). These edges represent the data dependencies in the function. The label of an edge \( (v_x, v_y) \) is denoted by \( \text{label}(v_x, v_y) \) and it can take two values: “cfg” or “dd” depending on whether it represents a control flow edge or a data dependency edge, respectively. Nodes \( v_{start} \in V \) and \( v_{exit} \in V \) represent the starting and exiting points of \( f \) [22].

We used the Soot\(^1\) framework to create this graph based representation. Soot generates control flow graphs (CFG) in Jimple [23], a typed 3-address intermediate representation, where each CFG node represents an atomic operation. Consequently, each node in the graph is labeled with the atomic

\(^1\)http://www.sable.mcgill.ca/soot/
Figure 3. Overview of the approach. During the training phase a set of functions associated with a label representing the satisfiability of an MR is used for training an SVM classifier that use graph kernel values computed using the graph representations of these functions. During the testing phase the trained model is used to predict whether a previously unseen function satisfies the MR.

operation performed. Then we compute the definitions and the uses of the variables in the function and use that information to augment the CFG with edges representing data dependencies in the function. Figure 4 displays the graph based representation created for the function in Figure 1.

3.2. Graph Kernels

We define two graph kernels for the graph representations of the functions presented in Section 3.1: the random walk kernel and the graphlet kernel. Each kernel captures different graph substructures as described next.

3.2.1. Random walk kernel Random walk graph kernels [24, 20] count the number of matching walks in two labeled graphs. In what follows we explain the idea, while the details are provided in Appendix A. The value of the random walk kernel between two graphs is computed by summing up the contributions of all walks in the two graphs. Each pair of walks is compared using a kernel that computes the similarity of each step in the two walks, where the similarity of each step is a product of the similarity of its nodes and edges. This concept is illustrated in Figure 5. Computing this kernel requires specifying an edge kernel and a node kernel. We used two approaches for determining the kernel value between a pair of nodes. In the first approach, we assign a value of one to the node kernel value if the two node labels are identical, and zero otherwise. In the second approach, we assign a value of 0.5, if the node labels represent two operations with similar properties, even if they
are not identical (Section A equation (5)). The kernel value between pair of edges is determined using their edge labels, where we assign a value of one if the edge labels are identical zero otherwise.

3.2.2. Graphlet kernel Random walks represent sequences of nodes of varying length and do not capture subgraphs in a graph. Subgraphs can directly capture the structure of if conditions in a function that represent important semantic information about the function. Therefore we apply a kernel based on subgraphs.

The graphlet kernel computes a similarity score of a pair of graphs by comparing all subgraphs of limited size in the two graphs [18]. In this work we use connected subgraphs with size $k \in \{3, 4, 5\}$ nodes. These subgraphs are called graphlets. Consider the pair of graphs $G_3$ and $G_4$ in Figure 6. The graphlet kernel value of a pair of graphs is calculated by summing up the kernel values of all the graphlet pairs in the two graphs. The kernel value of a pair graphlets is calculated as follows: for each pair of graphlets that are isomorphic, we compute the kernel value by multiplying the kernel values between the node and edge pairs that are mapped by the isomorphism function. If a pair of graphlets are not isomorphic, we assign a value of zero to the kernel value of those two graphlets. The kernel value between pairs of nodes and pairs of edges are determined as explained in Section 3.2.1. In Figure 6 we illustrate the computation of the kernel and the complete definition of the graphlet kernel is presented in Appendix B.

4. EXPERIMENTAL SETUP

This section describes our research questions and how they will be answered empirically.
Walks of length 1: $A \rightarrow B$, $B \rightarrow C$, $A \rightarrow C$

Walks of length 1: $P \rightarrow Q$, $P \rightarrow R$, $Q \rightarrow S$, $R \rightarrow S$

Walks of length 2: $A \rightarrow B \rightarrow C$

Walks of length 2: $P \rightarrow Q \rightarrow S$, $P \rightarrow R \rightarrow S$

Computation of similarity score between two graphs (restricted to walks up to length 2):

$$k_{rw}(G_1, G_2) = k_{walk}(A \rightarrow B, P \rightarrow Q) + k_{walk}(A \rightarrow B, P \rightarrow R) + \ldots + k_{walk}(A \rightarrow B \rightarrow C, P \rightarrow Q \rightarrow S) + k_{walk}(A \rightarrow B \rightarrow C, P \rightarrow R \rightarrow S)$$

Computation of similarity score between two walks:

$$k_{walk}(A \rightarrow B, P \rightarrow Q) = k_{step}((A, B), (P, Q))$$

$$\ldots$$

$$k_{walk}(A \rightarrow B \rightarrow C, P \rightarrow R \rightarrow S) = k_{step}((A, B), (P, R)) \times k_{step}((B, C), (R, S))$$

Computation of similarity score between two steps:

$$k_{step}((A, B), (P, Q)) = k_{node}(A, P) \times k_{node}(B, Q) \times k_{edge}((A, B), (P, Q))$$

$$k_{step}((A, B), (P, R)) = k_{node}(A, P) \times k_{node}(B, R) \times k_{edge}((A, B), (P, R))$$

$$k_{step}((B, C), (R, S)) = k_{node}(B, R) \times k_{node}(C, S) \times k_{edge}((A, B), (P, Q))$$

Computation of similarity score between two nodes:

$$k_{node}(A, P) = 0.5$$ (two labels have similar properties)

$$k_{node}(B, Q) = 1$$ (two labels are identical)

$$k_{node}(B, R) = 0$$ (two labels are dissimilar)

$$k_{node}(C, S) = 1$$

Computation of similarity score between two edges:

$$k_{edge}((A, B), (P, Q)) = 1$$ (two edges have the same labels)

$$k_{edge}((A, B), (P, R)) = 1$$

<table>
<thead>
<tr>
<th>Walks of length 1: $A \rightarrow B$, $B \rightarrow C$, $A \rightarrow C$</th>
<th>Walks of length 1: $P \rightarrow Q$, $P \rightarrow R$, $Q \rightarrow S$, $R \rightarrow S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation of similarity score between two graphs (restricted to walks up to length 2):</td>
<td>Computation of similarity score between two walks:</td>
</tr>
<tr>
<td>$k_{rw}(G_1, G_2) = k_{walk}(A \rightarrow B, P \rightarrow Q) + k_{walk}(A \rightarrow B, P \rightarrow R) + \ldots + k_{walk}(A \rightarrow B \rightarrow C, P \rightarrow Q \rightarrow S) + k_{walk}(A \rightarrow B \rightarrow C, P \rightarrow R \rightarrow S)$</td>
<td>$k_{walk}(A \rightarrow B, P \rightarrow Q) = k_{step}((A, B), (P, Q))$</td>
</tr>
<tr>
<td>$\ldots$</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$k_{walk}(A \rightarrow B \rightarrow C, P \rightarrow R \rightarrow S) = k_{step}((A, B), (P, R)) \times k_{step}((B, C), (R, S))$</td>
<td></td>
</tr>
<tr>
<td>Computation of similarity score between two steps:</td>
<td></td>
</tr>
<tr>
<td>$k_{step}((A, B), (P, Q)) = k_{node}(A, P) \times k_{node}(B, Q) \times k_{edge}((A, B), (P, Q))$</td>
<td></td>
</tr>
<tr>
<td>$k_{step}((A, B), (P, R)) = k_{node}(A, P) \times k_{node}(B, R) \times k_{edge}((A, B), (P, R))$</td>
<td></td>
</tr>
<tr>
<td>$k_{step}((B, C), (R, S)) = k_{node}(B, R) \times k_{node}(C, S) \times k_{edge}((A, B), (P, Q))$</td>
<td></td>
</tr>
<tr>
<td>Computation of similarity score between two nodes:</td>
<td></td>
</tr>
<tr>
<td>$k_{node}(A, P) = 0.5$ (two labels have similar properties)</td>
<td></td>
</tr>
<tr>
<td>$k_{node}(B, Q) = 1$ (two labels are identical)</td>
<td></td>
</tr>
<tr>
<td>$k_{node}(B, R) = 0$ (two labels are dissimilar)</td>
<td></td>
</tr>
<tr>
<td>$k_{node}(C, S) = 1$</td>
<td></td>
</tr>
<tr>
<td>Computation of similarity score between two edges:</td>
<td></td>
</tr>
<tr>
<td>$k_{edge}((A, B), (P, Q)) = 1$ (two edges have the same labels)</td>
<td></td>
</tr>
<tr>
<td>$k_{edge}((A, B), (P, R)) = 1$</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Random walk kernel computation for the graphs $G_1$ and $G_2$. $k_{rw}$: kernel value between two graphs. $k_{walk}$: kernel value between two walks. $k_{step}$: kernel value between two steps. $k_{node}$: kernel value between two nodes. $k_{edge}$: kernel value between two edges.

4.1. Research questions

We conducted experiments to seek answers for the following research questions:

- **RQ1**: Are graph kernels more effective in predicting metamorphic relations than node/path features? In previous work we used a set of features that represent node/path information of control flow graphs for creating predictive models [16]. In this work we extend the feature extraction using graph kernels. We created separate models using the node/path features used in our previous study and the two graph kernels and compared the effectiveness.

- **RQ2**: What substructures in graphs are more suitable for predicting metamorphic relations? This is answered by using two graph kernels that use small subgraphs or all walks in the graphs that represent the functions.

- **RQ3**: Is control flow information more effective in predicting metamorphic relations than data dependency information? The two previous research questions focused on feature
Computation of similarity score between two graphs using graphlets:
\[ k_{\text{graphlet}}(G_3, G_4) = k_{\text{subgraph}}(S_3^1, S_4^1) + k_{\text{subgraph}}(S_3^1, S_4^2) + k_{\text{subgraph}}(S_3^1, S_4^3) + \ldots + k_{\text{subgraph}}(S_3^2, S_4^2) + k_{\text{subgraph}}(S_3^2, S_4^3) \]

Computation of similarity score between two graphlets:
\[ k_{\text{subgraph}}(S_1^1, S_2^1) = 0 \]
\[ k_{\text{subgraph}}(S_1^2, S_2^2) = 0 \]
\[ k_{\text{subgraph}}(S_3^1, S_4^1) = k_{\text{node}}(A, Q) \times k_{\text{node}}(B, R) \times k_{\text{node}}(C, S) \times k_{\text{edge}}((A, B), (Q, R)) \times k_{\text{edge}}((A, C), (Q, S)) \]
\[ \ldots \]
\[ k_{\text{subgraph}}(S_3^2, S_4^2) = k_{\text{node}}(A, P) \times k_{\text{node}}(B, Q) \times k_{\text{node}}(D, S) \times k_{\text{edge}}((A, B), (P, Q)) \times k_{\text{edge}}((B, D), (Q, S)) \]

Computation of similarity score between two nodes:
\[ k_{\text{node}}(A, Q) = 1 \]
\[ k_{\text{node}}(B, R) = 0.5 \]
\[ k_{\text{node}}(C, S) = 0.5 \]
\[ \ldots \]
\[ k_{\text{node}}(D, S) = 0 \]

Computation of similarity score between two edges:
\[ k_{\text{edge}}((A, B), (Q, R)) = 1 \]
\[ \ldots \]
\[ k_{\text{edge}}((B, D), (Q, S)) = 1 \]

Figure 6. Graphlet kernel computation for graphs \( G_3 \) and \( G_4 \). \( k_{\text{graphlet}} \): graphlet kernel value. \( k_{\text{subgraph}} \): kernel value of between two subgraphs. \( k_{\text{node}} \): kernel value between two nodes. \( k_{\text{edge}} \): kernel value between two steps.

Extraction. Prediction accuracy can also depend on the source of program information used to create the model. In this work we use two types of information about the program: control flow information and data dependency information. We compare the effectiveness of these two types of information for predicting metamorphic relations.
Table I. The metamorphic relations used in this study.

<table>
<thead>
<tr>
<th>Relation</th>
<th>Change made to the input</th>
<th>Expected change in the output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permutative</td>
<td>Randomly permute the elements</td>
<td>Remain constant</td>
</tr>
<tr>
<td>Additive</td>
<td>Add a positive constant</td>
<td>Increase or remain constant</td>
</tr>
<tr>
<td>Multiplicative</td>
<td>Multiply by a positive constant</td>
<td>Increase or remain constant</td>
</tr>
<tr>
<td>Invertive</td>
<td>Take the inverse of each element</td>
<td>Decrease or remain constant</td>
</tr>
<tr>
<td>Inclusive</td>
<td>Add a new element</td>
<td>Increase or remain constant</td>
</tr>
<tr>
<td>Exclusive</td>
<td>Remove an element</td>
<td>Decrease or remain constant</td>
</tr>
</tbody>
</table>

- **RQ4:** Will combining control flow information with data dependency information improve the prediction effectiveness of metamorphic relations? We further look at whether creating prediction models that use both control flow and data dependency information can improve prediction effectiveness.

4.2. The code corpus

To measure the effectiveness of our proposed methods, we built a code corpus containing 100 functions that take numerical inputs and produce numerical outputs. We extended the corpus used in our previous study [16] with functions from the following open source projects:

1. The Colt Project‡: set of open source libraries written for high performance scientific and technical computing in Java
2. The Apache Mahout§: a machine learning library written in Java
3. The Apache Commons Mathematics Library¶: library of mathematics and statistics components written in the Java

We list these functions in Table III in Appendix D∥.

4.3. Metamorphic relations

We used the six metamorphic relations shown in Table I. These metamorphic relations were identified by Murphy et al. [25] and are commonly found in mathematical functions. We list the input modifications and the expected output modification of these metamorphic relations in Table I. A function \( f \) is said to satisfy (or exhibit) a metamorphic relation \( m \) in Table I, if the change in the output is according to what is expected after modifying the original input. Previous studies have shown that these are the type of metamorphic relations that tend to be identified by humans [26, 27, 28]. In this work we use the term **positive instance** to refer to a function that satisfies a given metamorphic relation and the term **negative instance** to refer to a function that does not satisfy a considered metamorphic relation. Table II reports the number of positive and negative instances for each metamorphic relation.

‡http://acs.lbl.gov/software/colt/
§https://mahout.apache.org/
¶http://commons.apache.org/proper/commons-math/
∥These functions and their graph representations can be accessed via the following URL: http://www.cs.colostate.edu/~upuleegk/data/functions.tar.gz
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Table II. Number of positive and negative instances for each metamorphic relation.

<table>
<thead>
<tr>
<th>Metamorphic Relation</th>
<th>#Positive</th>
<th>#Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permutative</td>
<td>34</td>
<td>66</td>
</tr>
<tr>
<td>Additive</td>
<td>57</td>
<td>43</td>
</tr>
<tr>
<td>Multiplicative</td>
<td>68</td>
<td>32</td>
</tr>
<tr>
<td>Invertive</td>
<td>65</td>
<td>35</td>
</tr>
<tr>
<td>Inclusive</td>
<td>33</td>
<td>67</td>
</tr>
<tr>
<td>Exclusive</td>
<td>31</td>
<td>69</td>
</tr>
</tbody>
</table>

4.4. Evaluation procedure

We used 10-fold stratified cross validation in our experiments. In 10-fold cross validation the data set is randomly partitioned into 10 subsets. Then nine subsets are used to build the predictive model (training) and the remaining subset is used to evaluate the performance of the predictive model (testing). This process is repeated 10 times in which each of the 10 subsets is used to evaluate the performance. In stratified 10-fold cross validation, 10 folds are partitioned in such away that the folds contain approximately the same proportion of positive instances (functions that exhibit a specific metamorphic relation) and negative instances (functions that do not exhibit a specific metamorphic relation) as in the original data set. Results are generated by averaging over 10 runs of cross validation.

We used nested cross validation to select the regularization parameter (C) of the SVM as well as the parameters of the graph kernels. In nested cross validation, values for parameters are selected by performing cross validation on training examples of each fold. We used the SVM implementation in the PyML Toolkit∗∗ in this work.

We used two evaluation measures when reporting our results. The first evaluation measure is the balanced success rate (BSR) [29]. Standard accuracy gives the fraction of the correctly classified instances in the data set. Therefore it is not a good measure to evaluate success when the data set is unbalanced as in our case. BSR considers the imbalance in data as follows:

$$BSR = \frac{P(success|+) + P(success|-)}{2},$$

where $P(success|+)$ is the estimated probability of classifying a positive instance correctly and $P(success|-)$ is the probability of classifying a negative instance correctly.

The second evaluation measure is the area under the receiver operating characteristic curve (AUC) value. AUC measures the probability that a randomly chosen negative example will have a smaller estimated probability of belonging to the positive class than a randomly chosen positive example [30]. Therefore a higher AUC value indicates that the model has a higher predictive ability. AUC takes a value in the range [0,1]. A classifier with AUC = 1 is considered a perfect classifier, while a classifier that classifies randomly will have AUC = 0.5. Previous studies have shown that AUC is a better measure for comparing learning algorithms [30]. Since the AUC does not depend on the discrimination threshold of the classifier we use the AUC measure for comparisons.

∗∗http://pyml.sourceforge.net/
5. RESULTS

We present the results of our empirical studies in this section. We first evaluated the effectiveness of the two graph kernels used in this study. We specifically looked at how the effectiveness of these kernels vary with the values given for the parameters in these two kernels. Then we compared the effectiveness of the graph kernels with the features used in our previous work. Finally we compared the effectiveness of control flow and data dependency information for predicting MRs.

5.1. Effectiveness of the random walk kernel

With the random walk kernel, we first evaluated how the prediction accuracy changes with the $\lambda$ parameter in the kernel. For this evaluation we computed the random walk kernel values using only the control flow edges in the graph. We varied the value of $\lambda$ from 0.1 to 0.9 and evaluated the performance using 10 fold stratified cross validation. We used the kernel normalization described in Appendix C to normalize the random walk kernel. We selected the regularization parameter of the SVM using nested cross validation. Figure 7 shows the variation of BSR and AUC with $\lambda$ for each MR. For some MRs, such as additive and multiplicative MRs, there was a considerable variation in accuracy with $\lambda$. For these two MRs, higher values of $\lambda$ gave better performance than lower values of $\lambda$. Since each walk of length $n$ is weighted by $\lambda^n$, with higher $\lambda$ values, the random walk kernel value will have a higher contribution from longer walks (see Equation (8) in Appendix A). Therefore, for predicting additive and multiplicative MRs, the contribution from long walks in the CFGs seems to important. For the other four MRs the accuracy did not vary considerably with $\lambda$. These results show that the length of random walks has an impact on the prediction effectiveness of some MRs.

Next, we evaluated the effects of the modifications that we made to the node kernel used with the random walk kernel. For this we created separate prediction models using $k_{node^1}$ and $k_{node^2}$ described in equation 4 and equation 5 in Appendix A. We used nested cross validation to select the regularization parameter of the SVM and the $\lambda$ parameter of the random walk kernel. Figure 8 shows the performance comparison between $k_{node^1}$ and $k_{node^2}$. Figure 8b shows that the modified node kernel $k_{node^2}$ improves the prediction effectiveness of all the metamorphic relations. Therefore in what follows we use $k_{node^2}$.

To identify whether adding more functions to our code corpus would help to increase the accuracy, we plotted leaning curves for the random walk kernel. A learning curve shows how the prediction accuracy varies with the training set size. Figure 9 shows the learning curves for the six MRs. To generate these curves we held 10% of the functions in our code corpus as the test set. From the other functions we selected subsets 10% to 100% as the training set. We repeated this process 10 times so that the test set would have a different set of functions each time. For all the MRs the AUC values increased as the training set size increases. But the AUC values did not converge indicating that adding more training instances might improve the prediction accuracy further.

5.2. Effectiveness of the graphlet kernel

With the graphlet kernel, we first evaluated how prediction accuracy varies with graphlet size. For this evaluation, we used only the control flow edges in the graphs when computing the graphlet
Figure 7. Variation of the BSR and the AUC with the parameter \( \lambda \) in the random walk graph kernel for each MR.

Kernel values. We used cosine normalization described in Appendix C to normalize the random walk kernel. We varied the graphlet size from three nodes to five nodes and created separate predictive models. In addition, we used all the graphlets together and created a single predictive model. Figure 10a and Figure 10b shows how the average BSR and average AUC varies with the graphlet size for each MR. When predicting the multiplicative MR, predictive model created using graphlets of size 5 performed the best. For the invertive MR, graphlets with three nodes performed better than the other predictive models. For the other MRs, all the predictive models gave a similar performance.
Similar to the random walk kernel, we also compared the performance of the graphlet kernel with the node kernels $k_{node_1}$ and $k_{node_2}$. As with the random walk kernel, the graphlet kernel with $k_{node_2}$ performed better than the graphlet kernel with $k_{node_1}$.

5.3. Comparison of feature extraction methods

We compared the performance of the node/path features that we used in our initial study [16] with the two graph kernels used in this study. Below we present the details of these three feature extraction methods used for this evaluation:

1. Node/path features: we followed the same protocol as our earlier work [16]. Node/path features were calculated using only the “cfg” edges of the graphs. Node features are created by combining the operation performed in the node, its in-degree and its out-degree. Path features are created by taking the sequence of nodes in the shortest path from $N_{start}$ to each node and
the sequence of nodes in the shortest path from each node $N_{exit}$. We used the linear kernel over these features as it exhibited the best performance in our previous experiments [16].

2. Random walk kernel: we computed the random walk kernel using only the “cfg” edges of the graphs.

3. Graphlet kernel: we computed the graphlet kernel using only the “cfg” edges of the graphs.

Figure 11a and Figure 11b shows the average BSR and average AUC for the three feature extraction approaches: node and path features, random walk kernel and graphlet kernel. Among the three feature extraction approaches, the random walk kernel gave the best prediction accuracy for all the MRs. Except for the permutative MR, the AUC values of the graphlet kernel were equal or greater than the AUC values of node/path features. This improvement in performance could be attributed to the flexibility provided by the graph kernels. The node kernel can be used to compare high level properties of the operations such as commutativity of mathematical operations, in addition to direct comparison of node labels. In fact, figure 8 shows that using such high level properties of operations would improve the accuracy of the prediction models.

Our results show that the random walk kernel performs better than the graphlet kernel for most of the MRs. The random walk kernel compares two control flow graphs based on their walks. A walk in the control flow graph corresponds to a potential execution trace of the function. Therefore it computes a similarity score between two programs based on potential execution traces. The graphlet kernel compares two control flow graphs based on small subgraphs. These subgraphs will capture decision points in the program such as if-conditions. A metamorphic relation is a relationship between outputs produced by multiple executions of the function. Some execution traces directly correlate with some metamorphic relations. Therefore the random walk kernel, which uses execution traces to compares two functions should perform better than the graphlet kernel.

We also evaluated the effect of adding the random walk kernel and the graphlet kernel. Adding the two kernel values is equivalent to using both graph substructures, walks and subgraphs for creating a single model. We added the random walk kernel value and the graphlet kernel value computed for a pair of functions and created a single kernel matrix with these added values. Our experiments...
showed that this combined kernel could not outperform the random walk kernel. Therefore we do not discuss these results in detail.

![Graph showing prediction accuracy](image)

(a) BSR

![Graph showing AUC](image)

(b) AUC

Figure 11. Prediction accuracy of node and path features, random walk kernel and graphlet kernel.

5.4. Effectiveness of control flow and data dependency information

Finally, we compared the effectiveness of the control flow and data dependency information of a function for predicting metamorphic relations. Figure 12 shows the effectiveness of using only control flow information, only data dependency information and both control flow and data dependency information. Since the random walk kernel performed best, we used it for this analysis. For this experiment we computed the random walk kernel values separately using the following edges in the graphs: (1) only “cfg” edges, (2) only “dd” edges and (3) both “cfg” and “dd” edges.

We observe that overall, “cfg” edges performed much better than “dd” edges. Performance using “dd” edges was particularly low for the invertive MR. This can be explained by the fact that the control flow graph directly represents information about the execution of the program compared to the data dependency information. Typically, combining informative features improves classifier performance. We observed this effect in four out of the six MRs. The reduced performance for the multiplicative MR might be the result of the poor performance of the “dd” edges.

6. THREATS TO VALIDITY

**External validity:** We used a code corpus consisting of 100 mathematical functions for our empirical study. These functions differ in size and complexity. They also perform different functionalities. But this set of functions can pose a threat to external validity. We tried to minimize this threat by using functions obtained from different open source libraries.

**Internal validity:** Threats to internal validity can occur due to potential faults in the implementations of the functions. Since we were not the developers of these functions we cannot guarantee that these functions are free of faults. The competent programmer hypothesis [31] states that even though the programmer might make some mistakes in the implementation, the general structure of the program should be similar to the fault-free version of the program. We use control
flow and data dependency information about a program to create our prediction models. According to the competent programmer hypothesis these information should not change significantly even with a fault. In addition, there may be more relevant metamorphic relations for these functions than the six metamorphic relations that we used for our empirical studies.

Construct validity: Third party tools that we used in this work can pose threats to construct validity. We used the Soot framework to create the CFGs for the functions and annotate them with data dependency information. Further we used the NetworkX†† package for graph manipulation. To minimize these threats we verified that the results produced by these tools are correct by manually inspecting randomly selected outputs produced by each tool.

Conclusion validity: We used AUC value for evaluating the performance of the classifiers. We considered $AUC \geq 0.80$ as a good classifier. This is consistent with most of the machine learning literature.

7. RELATED WORK

Metamorphic testing has been used to test applications without oracles in different areas. Xie et al. [14] used metamorphic testing to test machine learning applications. Metamorphic testing was used to test simulation software such as health care simulations [32] and Monte Carlo modeling [33]. Metamorphic testing has been used effectively in bioinformatics [34], computer graphics [35] and for testing programs with partial differential equations [36]. Murphy et al. [37] show how to automatically convert a set of metamorphic relations for a function into appropriate test cases and check whether the metamorphic relations hold when the program is executed. However they specify the metamorphic relations manually.

Metamorphic testing has also been used to test programs at the system level. Murphy et al. developed a method for automating system level metamorphic testing [38]. In this work, they
also describe a method called *heuristic metamorphic testing* for testing applications with non-determinism. All of these approaches can benefit from our method for automatically finding likely metamorphic relations.

Our previous work showed that machine learning methods can be used to predict metamorphic relations in previously unseen functions [16]. We used features obtained from control flow graphs to train our prediction models. We showed that when predicting metamorphic relations, support vector machines achieved cross validation accuracies ranging from 83%-89% depending on the metamorphic relation.

Machine learning techniques have been used in different areas of software testing. For example, data collected during software testing involving test case coverage and execution traces can potentially be used in fault localization, test oracle automation, etc. [39]. Bowring et al. used program execution data to classify program behavior [40]. Briand et al. [41] used the C4.5 machine learning algorithm for test suite refinement. Briand et al. [42] used machine learning for fault localization to reduce the problems faced by other fault localization methods when several faults are present in the code. They used the C4.5 machine learning algorithm to identify failure conditions, and determine if a failure occurred due to the same fault(s).

Frounchi et al. [43] used machine learning to develop a test oracle for testing an implementation of an image segmentation algorithm. They used the C4.5 algorithm to build a classifier to determine whether a given pair of image segmentations are consistent or not. Once the classification accuracy is satisfactory, the classifier can check the correctness of the image segmentation program. Lo [44] used a SVM model for predicting software reliability. Wang et al. [45] used SVMs for creating test oracles for reactive systems. They first collect test traces from the program under test and obtain pass/fail decisions from an alternate method such as a domain expert. Then they train a SVM classification model using these labeled test traces. The trained SVM classifier work as the oracle for classifying previously unseen test traces. We did not find any applications of graph kernels in software engineering.

8. CONCLUSIONS AND FUTURE WORK

Metamorphic testing is a useful technique for testing programs for which an oracle is not available. Identifying a set of metamorphic relations that should be satisfied by the program is an important initial task that determines the effectiveness of metamorphic testing, which is currently done manually. Our work investigates novel machine learning based approaches for predicting metamorphic relations for a given function automatically. Our previous work showed that classification models created using a set of features extracted from control flow graphs are highly effective in predicting metamorphic relations. Further, we showed that these prediction models make consistent predictions even when the functions contain faults. In this work we extended our previous work in two directions. First, we extend the feature extraction using graph kernels, which is a more systematic way to extract features from graphs. Secondly, we used data dependency information of a function in addition to the control flow information used in our previous work. We performed a series of empirical studies using a set of functions obtained from open source code libraries. The results of our empirical studies show that graph kernels improve the prediction effectiveness of
metamorphic relations. But it is important to select the proper graph substructure when selecting the graph kernels. Random walk kernel seems to be the most effective graph kernel for predicting most metamorphic relations. In addition, incorporating high level information about the operations such as properties of the mathematical operations into the kernel further improved prediction accuracy.

When considering the control flow and data dependency information, control flow information of a function seems to be the most effective for predicting metamorphic relations. But, for some metamorphic relations using both types of information together improves the accuracy. Therefore selecting what program properties to use for computing the graph kernel valued could be done using nested cross validation on the training set in addition to selecting parameters of the graph kernels.

As future work, we plan to develop multi-label classifiers that can predict several metamorphic relations using a single classifier. A multi-label classifier can predict several labels associated with a data instance at once [46]. A given function could satisfy multiple metamorphic relations and there can be dependencies among these metamorphic relations. Such relationships can be utilized by multi-label classifiers. In addition we plan to incorporate dynamic properties of programs such as dynamic execution traces for predicting metamorphic relations.

A. DEFINITION OF THE RANDOM WALK KERNEL

Let \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) be two graph representations of programs as described in Section 3.1. Consider two walks, \( \text{walk}_1 \) in \( G_1 \) and \( \text{walk}_2 \) in \( G_2 \). \( \text{walk}_1 = (v_1^1, v_2^1, ..., v_n^1) \) where \( v_i^1 \in V_1 \) for \( 1 \leq i \leq n \). \( \text{walk}_2 = (v_1^2, v_2^2, ..., v_n^2) \) where \( v_i^2 \in V_2 \) for \( 1 \leq i \leq n \). \((v_i^1, v_{i+1}^1) \in E_1 \) and \((v_i^2, v_{i+1}^2) \in E_2 \). Then the kernel value of two graphs can be defined as

\[
k_{rw}(G_1, G_2) = \sum_{\text{walk}_1 \in G_1} \sum_{\text{walk}_2 \in G_2} k_{\text{walk}}(\text{walk}_1, \text{walk}_2),
\]

where the walk kernel \( k_{\text{walk}} \) can be defined as

\[
k_{\text{walk}}(\text{walk}_1, \text{walk}_2) = \prod_{i=1}^{n-1} k_{\text{step}}((v_i^1, v_{i+1}^1), (v_i^2, v_{i+1}^2)).
\]

The kernel for each step will be defined using the kernel values of the two node pairs and the edge pair of the considered step as follows:

\[
k_{\text{step}}((v_i^1, v_{i+1}^1), (v_i^2, v_{i+1}^2)) = k_{\text{node}}(v_i^1, v_i^2) \ast k_{\text{node}}(v_{i+1}^1, v_{i+1}^2) \ast k_{\text{edge}}((v_i^1, v_{i+1}^1), (v_i^2, v_{i+1}^2)).
\]

We defined two node kernels: \( k_{\text{node}^1} \) and \( k_{\text{node}^2} \) to get the similarity score between two nodes. We use \( k_{\text{node}^1} \) and \( k_{\text{node}^2} \) in place of \( k_{\text{node}} \) in equation (3). \( k_{\text{node}^1} \) checks the similarity of the node labels.

\[
k_{\text{node}^1}(v_i, v_j) = \begin{cases} 
1 & \text{if } \text{label}(v_i) = \text{label}(v_j), \\
0 & \text{otherwise}.
\end{cases}
\]
In the second node kernel, \( k_{\text{node}} \) we considered whether the operation performed in the two nodes are in the same group if the node labels are not equal. For this study we grouped the mathematical operations using commutative and associative properties.

\[
k_{\text{node}}(v_i, v_j) = \begin{cases} 
1 & \text{if label}(v_i) = \text{label}(v_j), \\
0.5 & \text{if group}(v_i) = \text{group}(v_j) \text{ and label}(v_i) \neq \text{label}(v_j), \\
0 & \text{if group}(v_i) \neq \text{group}(v_j) \text{ and label}(v_i) \neq \text{label}(v_j).
\end{cases}
\] (5)

The edge kernel, \( k_{\text{edge}} \) is defined as follows:

\[
k_{\text{edge}}((v_i^1, v_j^1), (v_i^2, v_j^2)) = \begin{cases} 
1 & \text{if label}(v_i^1, v_j^1) = \text{label}(v_i^2, v_j^2), \\
0 & \text{otherwise}.
\end{cases}
\] (6)

We used the direct product graph approach presented by Gärtner et al. [20] with the modification introduced by Borgwardt et al. [47] for calculating all the walks within two graphs. The direct product graph of two graphs \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) is denoted by \( G_1 \times G_2 \). The nodes and edges of the direct product graph are defined as follows:

\[
V_{\times}(G_1 \times G_2) = \{(v_1, v_2) \in V_1 \times V_2\}
\]
\[
E_{\times}(G_1 \times G_2) = \{((v_1^1, v_2^1), (v_1^2, v_2^2)) \in V^2(G_1 \times G_2) : (v_1^1, v_2^1) \in E_1 \land (v_1^2, v_2^2) \in E_2 \land \text{label}(v_1^1, v_2^1) = \text{label}(v_1^2, v_2^2)\}.
\]

Figure 13 shows the direct product graph of the two graphs \( G_1 \) and \( G_2 \) in Table 5. As shown in figure 13, the direct product graph has a node for each pair of nodes in \( G_1 \) and \( G_2 \). There is an edge between two nodes in the product graph if there are edges between the two corresponding pairs of the nodes in \( G_1 \) and \( G_2 \). Taking a walk in the direct product graph is equivalent to taking simultaneous walks in \( G_1 \) and \( G_2 \). Consider the walk \( AP \rightarrow BQ \rightarrow CS \) in the direct product graph. This walk represents taking the walks \( A \rightarrow B \rightarrow C \) in \( G_1 \) and \( P \rightarrow Q \rightarrow S \) in \( G_2 \) simultaneously. Therefore by modifying the adjacency matrix of the direct product graph to contain similarity scores between steps, instead of having one/zero values, we can use the adjacency matrix of the direct product graph to efficiently compute the random walk kernel value of two graphs. We present the definition of the direct product graph and how it is used to compute the random walk kernel in Section A.
Based on the product graph, the random walk kernel is defined as:

\[ k_{\text{rw}}(G_1, G_2) = \sum_{i,j=1}^{V_X} \left[ \sum_{n=0}^{\infty} \lambda^n A_X^n \right]_{ij} \]  

(8)

where \( A_X \) denotes the adjacency matrix of the direct product graph and \( 1 > \lambda \geq 0 \) is a weighting factor. To make the sum finite, we limited \( n \) in Equation (8) to 10 in our experiments. The adjacency matrix of the product graph is modified as follows to include \( k_{\text{step}} \) defined in Equation (3):

\[ [A_X]_{((v_i, w_i), (v_j, w_j))} = \begin{cases} k_{\text{step}}((v_i, w_i), (v_j, w_j)) & \text{if } ((v_i, w_i), (v_j, w_j)) \in E_X \\ 0 & \text{otherwise} \end{cases} \]

B. DEFINITION OF THE GRAPHLET KERNEL

Shervashidze et al. [18] developed a graph kernel that compares all subgraphs with \( k \in \{3, 4, 5\} \) nodes. The authors refer to this kernel as the graphlet kernel, which was developed for unlabeled graphs. We extended the graphlet kernel for directed labeled graphs since the labels in our graph based program represent important semantic information about the function. We first describe the original graphlet kernel and then describe the modifications we made to it.

Let a graph be a pair \( G = (V, E) \), where \( V = \{v_1, v_2, \ldots, v_n\} \) are the \( n \) vertices and \( E \subseteq V \times V \) is the set of edges. Given \( G = (V, E) \) and \( H = (V_H, E_H) \), \( H \) is said to be a subgraph of \( G \) iff there is an injective mapping \( \alpha : V_H \rightarrow V \) such that \( (v, w) \in E_H \) iff \( (\alpha(v), \alpha(w)) \in E \). If \( H \) is a subgraph of \( G \) it is denoted by \( H \subseteq G \).

Two graphs \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) are isomorphic if there exists a bijective mapping \( g : V_1 \rightarrow V_2 \) such that \( (v_i, v_j) \in E_1 \) iff \( (g(v_i), g(v_j)) \in E_2 \). If \( G_1 \) and \( G_2 \) are isomorphic, it is denoted by \( G_1 \cong G_2 \) and \( g \) is called the isomorphism function.

Let \( M_1^k \) and \( M_2^k \) be the set of size \( k \) subgraphs of the graphs \( G_1 \) and \( G_2 \) respectively. Let \( S_1 = (V_{S_1}, E_{S_1}) \in M_1^k \) and \( S_2 = (V_{S_2}, E_{S_2}) \in M_2^k \). Then the graphlet kernel, \( k_{\text{graphlet}}(G_1, G_2) \) is computed as

\[ k_{\text{graphlet}}(G_1, G_2) = \sum_{S_1 \in M_1^k} \sum_{S_2 \in M_2^k} \delta(S_1 \cong S_2) \]  

(9)

where

\[ \delta(S_1 \cong S_2) = \begin{cases} 1 & \text{if } S_1 \cong S_2 \\ 0 & \text{otherwise} \end{cases} \]
The kernel in Equation (9) is developed for unlabeled graphs. To consider the node labels and edge labels we modified the kernel in 9 as follows:

\[ k_{\text{graphlet}}(G_1, G_2) = \sum_{S_1 \in M_1^+} \sum_{S_2 \in M_2^+} k_{\text{subgraph}}(S_1, S_2) \]  

(10)

where

\[ k_{\text{subgraph}}(S_1, S_2) = \begin{cases} \prod_{v \in V_{S_1}} k_{\text{node}}(v, g(v)) \times \prod_{(v_i, v_j) \in E_{S_1}} k_{\text{edge}}((v_i, v_j), (g(v_i), g(v_j))) & S_1 \simeq S_2, \\ 0 & \text{otherwise}. \end{cases} \]

(11)

We used Equation (10) to compute the graphlet kernel value for a pair of programs represented in the graph based representation described in Section 3.1. Similar to the random walk kernel, \( k_{\text{node}} \) in Equation (11) is replaced by \( k_{\text{node}1} \) and \( k_{\text{node}2} \) defined in Equation (4) and Equation (5) respectively. Equation (6) defines \( k_{\text{edge}} \).

### C. KERNEL NORMALIZATION

We normalize each kernel such that each example has a unit norm by the expression [29, 17]:

\[ k'_{\text{graph}}(G_1, G_2) = \frac{k_{\text{graph}}(G_1, G_2)}{\sqrt{k_{\text{graph}}(G_1, G_1) k_{\text{graph}}(G_2, G_2)}} \]  

(12)

### D. LIST OF FUNCTIONS

Table III lists the functions used in our experiments.
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Table III. Functions used in the experiment.

<table>
<thead>
<tr>
<th>Open source project</th>
<th>Functions used in the experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colt Project</td>
<td>min, max, covariance, durbinWatson, lag1, meanDeviation, product, weightedMean, autoCorrelation, binarySearchFromTo, quantile, sumOfLogarithms, kurtosis, pooledMean, sampleKurtosis, sampleSkew, sampleVariance, pooledVariance, sampleWeightedVariance, skew, standardize, weightedRMS, harmonicMean, sumOfPowerOfDeviations, power, square, winsorizedMean, polevl</td>
</tr>
<tr>
<td>Apache Mahout</td>
<td>add, cosineDistance, manhattanDistance, chebyshevDistance, tanimotoDistance, hammingDistance, sum, dec, errorRate</td>
</tr>
<tr>
<td>Apache Commons</td>
<td>errorRate, scale, eucledianDistance, distance1, distanceInf, ebeAdd, ebeDivide, ebeMultiply, ebeSubtract, safeNorm, entropy, g, calculateAbsoluteDifferences, calculateDifferences, computeDividedDifference, computeCanberraDistance, evaluateHones, evaluateInternal, evaluateNewton, mean, meanDifference, variance, varianceDifference, equals, checkNonNegative, checkPositive, chiSquare, evaluateWeightedProduct, partition, geometricMean, weightedMean, median, dotProduct</td>
</tr>
<tr>
<td>Functions from the previous study [16]</td>
<td>reverse, add_values, bubble_sort, shell_sort, sequential_search, selection_sort, array_calc1, set_min_val, get_array_value, find_diff, array_copy, find_magnitude, dec_array, find_max2, insertion_sort, mean_absolute_error, check_equal_tolerance, check_equal, count_k, clip, elementwise_max, elementwise_min, count_non_zeros, cnt_zeros, elementwise_equal, elementwise_not_equal, select</td>
</tr>
</tbody>
</table>


