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Virtualization

• Why we need virtualization?
• The concepts and terms
• Brief history of virtualization
• Types of virtualization
• Implementation Issues
“Tell that intern that you can’t migrate physical machines.”
Virtualization

• Processors have gradually become very powerful
• Dedicated servers can be very underutilized (5-15%)
• Virtualization allow a single server to support several virtualized servers: typical consolidation ratio 6:1
• Power cost a major expense for data centers
  – Companies frequently locate their data centers in the middle of nowhere where power cost is low
• If a hardware server crashes, would be nice to migrate the load to another one.
• A key component of cloud computing
Virtual Machines (VM)

- Virtualization technology enables a single PC/server to simultaneously run multiple operating systems or multiple sessions of a single OS.
- A machine with virtualization can host many applications, including those that run on different operating systems, on a single platform.
- The host operating system can support a number of virtual machines, each of which has the characteristics of a particular OS.
- The software that enables virtualization is a virtual machine monitor (VMM), or hypervisor.
Virtual Machines (VM)

Traditional physical machine

Hypervisor with virtual machines
Terminology

Virtualization

• Hypervisor based
  – Full virtualization
  – Para virtualization
  – Host OS virtualization

• Container system

• Environment virtualization
  – Java virtual machine, Dalvic virtual machine

• Software simulation of hardware/ISA
  – Android JDK
  – SoftPC etc.

• Emulation using microcode
Brief history

• Early 1960s IBM experimented with two independently developed hypervisors - SIMMON and CP-40
• In 1974, Gerald Popek and Robert Goldberg published a paper which listed what conditions a computer architecture should satisfy to support virtualization efficiently
  – Privileged instructions: Those that trap if the processor is in user mode and do not trap if it is in system mode (supervisor mode).
  – Sensitive instructions: that attempt to change the configuration of resources in the system or whose behavior or result depends on the configuration of resources
  – Theorem 1. For any conventional third-generation computer, an effective VMM may be constructed if the set of sensitive instructions for that computer is a subset of the set of privileged instructions.
  – The x86 architecture that originated in the 1970s did not meet these for requirements for decades.
Brief history

• Stanford researchers developed a new hypervisor and then founded VMware
  – first virtualization solution for x86 in 1999
  – Linux, windows
• Others followed
  – Xen, 2003 University of Cambridge, Xen Project community
  – KVM, 2012
  – VirtualBox (Innotek GmbH/Sun/Oracle), 2007
  – Hyper-V (Microsoft), 2008
Implementation of VMMs

- **Type 1 hypervisors** - Operating-system-like software built to provide virtualization. Runs on ‘bare metal’.
  - Including VMware ESX, Joyent SmartOS, and Citrix XenServer

- Also includes general-purpose operating systems that provide standard functions as well as VMM functions
  - Including Microsoft Windows Server with HyperV and RedHat Linux with KVM

- **Type 2 hypervisors** - Applications that run on standard operating systems but provide VMM features to guest operating systems
  - Including VMware Workstation and Fusion, Parallels Desktop, and Oracle VirtualBox
Implementation of VMMs

https://microkerneldude.files.wordpress.com/2012/01/type1-vs-2.png
Market share

Server Virtualization Usage Across Company Sizes (August 2016)

All 3 are Type 1  http://www.virtualizationsoftware.com/top-5-enterprise-type-1-hypervisors/
User mode and Kernel (supervisor) mode

• Special instructions:
  • Depending on whether it is executed in kernel/user mode
    – “Sensitive instructions”
  • Some instructions cause a trap when executed in user-mode
    – “Privileged instructions”

• A machine is virtualizable only if sensitive instructions are a subset of privileged instructions
  – Intel’s 386 did not always do that. Several sensitive 386 instructions were ignored if executed in user mode.

• Fixed in 2005
  – Intel CPUs: VT (Virtualization Technology)
  – AMD CPUs: SVM (Secure Virtual Machine)
Virtualization support

• Create containers in which VMs can be run
• When a guest OS is started in a container, continues to run until it causes an exception and traps to the hypervisor
  – For e.g. by executing an I/O instruction
• Set of operations that trap is controlled by a hardware bit map set by hypervisor
  – trap-and-emulate approach becomes possible
What problems do you see?

- What mode does hypervisor run in? Guest OSs?
- Are Guest OSs aware of hypervisor?
- How is memory managed?
- How do we know what is the best choice?
Terms

• **Guest Operating System**
  – The OS running on top of the hypervisor

• **Host Operating System**
  – For a type 2 hypervisor: the OS that runs on the hardware
Virtual Machine (VM) as a software construct

• Each VM is configured with some number of processors, some amount of RAM, storage resources, and connectivity through the network ports
• Once the VM is created it can be activated on like a physical server, loaded with an operating system and software solutions, and used just like a physical server
• But unlike a physical server, VM only sees the resources it has been configured with, not all of the resources of the physical host itself
• The hypervisor facilitates the translation and I/O between the virtual machine and the physical server.
Virtual Machine (VM) as a set of files

- Configuration file describes the attributes of the virtual machine containing
  - server definition,
  - how many virtual processors (vCPUs)
  - how much RAM is allocated,
  - which I/O devices the VM has access to,
  - how many network interface cards (NICs) are in the virtual server
  - the storage that the VM can access

- When a virtual machine is instantiated, additional files are created for logging, for memory paging etc.

- Copying a VM produces not only a backup of the data but also a copy of the entire server, including the operating system, applications, and the hardware configuration itself.
Virtualization benefits

• Run multiple, OSes on a single machine
  – Consolidation, app dev, ...

• Security: Host system protected from VMs, VMs protected from each other
  – Sharing though shared file system volume, network communication

• Freeze, suspend, running VM
  – Then can move or copy somewhere else and resume
    • Live migration
  – Snapshot of a given state, able to restore back to that state
  – Clone by creating copy and running both original and copy

• Hence – cloud computing
Building Block – Trap and Emulate

• VM needs two modes: both in real user mode
  – virtual user mode and virtual kernel mode

• When Guest OS attempts to execute a privileged instruction, what happens?
  – Causes a trap
  – VMM gains control, analyzes error, executes operation as attempted by guest
  – Returns control to guest in user mode
  – Known as trap-and-emulate

• This was the technique used for implementing floating point instructions in CPUs without floating point coprocessor
Sensitive instructions

• Some CPUs didn’t have clean separation between privileged and non-privileged instructions
  – Sensitive instructions
    • Consider Intel x86 `popf` instruction
    • If CPU in privileged mode -> all flags replaced
    • If CPU in user mode -> on some flags replaced
      – No trap is generated

• Binary translation (complex) solves the problem
  1. If guest VCPU is in user mode, guest can run instructions natively
  2. If guest VCPU in kernel mode (guest believes it is in kernel mode)
    1. VMM examines every instruction guest is about to execute by reading a few instructions ahead of program counter
    2. Special instructions translated into new set of instructions that perform equivalent task (for example changing the flags in the VCPU)
  3. Cached translations can reduce overhead
Type 1 Hypervisors

- Guest OSs believe they are running on bare metal, are unaware of hypervisor
  - are not modified
  - Better performance

- Choice for data centers
  - Consolidation of multiple OSes and apps onto less HW
  - Move guests between systems to balance performance
  - Snapshots and cloning

- Create run and manage guest OSes
  - Run in kernel mode
  - Implement device drivers
  - Also provide other traditional OS services like CPU and memory management

- Examples: VMWare esx (dedicated), Windows with Hyper-V (includes OS)
Type 2 Hypervisors

• Run on top of host OS
• VMM is simply a process, managed by host OS
  – host doesn’t know they are a VMM running guests
• poorer overall performance because can’t take advantage of some HW features
• Host OS is just a regular one
  – Individuals could have Type 2 hypervisor on native host (perhaps windows), run one or more guests (perhaps Linux, MacOS)
Full vs Para-virtualization

• Full virtualization: Guest OS is unaware of the hypervisor. It thinks it is running on bare metal.

• Para-virtualization: Guest OS is modified and optimized. It sees underlying hypervisor.
  – Introduced and developed by Xen
    • Modifications needed: Linux 1.36%, XP: 0.04% of code base
  – Does not need as much hardware support
  – allowed virtualization of older x86 CPUs without binary translation
  – Not used by Xen on newer processors
CPU Scheduling

• One or more virtual CPUs (vCPUs) per guest
  – Can be adjusted throughout life of VM

• When enough CPUs for all guests
  – VMM can allocate dedicated CPUs, each guest much like native operating system managing its CPUs

• Usually not enough CPUs (CPU overcommitment)
  – VMM can use scheduling algorithms to allocate vCPUs
  – Some add fairness aspect
• Oversubscription of CPUs means guests may get CPU cycles they expect
  – Time-of-day clocks may be incorrect
  – Some VMMs provide application to run in each guest to fix time-of-day
Memory mapping:

• On a bare metal machine: Each process has its own virtual address space. OS uses page table/TLB to map Virtual page number (VPN) to Physical page number (PPN) (physical memory is shared). Each process has its own page table/TLB.

VPN -> PPN
Memory mapping:

- On a bare metal machine:
  - VPN -> PPN

- VMM: Real physical memory (*machine memory*) is shared by the OSs. Need to map PPN of each VM to MPN (Shadow page table)
  - PPN -> MPN

- Where is this done?
  - In Full virtualization?
  - In Para virtualization?
Memory Management

- VMM: Real physical memory (*machine memory*) is shared by the OSs. Need to map PPN of each VM to MPN (Shadow page table)

  PPN -> MPN

- Where is this done?
  - In Full virtualization? Has to be done by hypervisor. Guest OS knows nothing about MPN.
  - In Para virtualization? May be done by guest OS. It knows about hardware. Commands to VMM are “hypercalls”

- Full virtualization: PT/TLB updates are trapped to VMM. It needs to do VPN->PPN -> MPN. It can do VPN->MPN directly (VMware ESX)
Handling memory oversubscription

Oversubscription solutions:

- Deduplication by VMM determining if same page loaded more than once, memory mapping the same page into multiple guests
- Double-paging, the guest page table indicates a page is in a physical frame but the VMM moves some of those to disk.
- Install a pseudo-device driver in each guest (it looks like a device driver to the guest kernel but really just adds kernel-mode code to the guest)
  - Balloon memory manager communicates with VMM and is told to allocate or deallocate memory to decrease or increase physical memory use of guest, causing guest OS to free or have more memory available.
Live Migration

Running guest can be moved between systems, without interrupting user access to the guest or its apps
  – for resource management,
  – maintenance downtime windows, etc

• Migration from source VMM to target VMM
  – Needs to migrate all pages gradually, without interrupting execution (details in next slide)
  – Eventually source VMM freezes guest, sends vCPU’s final state, sends other state details, and tells target to start running the guest
  – Once target acknowledges that guest running, source terminates guest
Live Migration

• Migration from source VMM to target VMM
  – Source VMM establishes a connection with the target VMM
  – Target creates a new guest by creating a new VCPU, etc
  – Source sends all read-only memory pages to target
  – Source starts sending all read-write pages to the target, marking them as clean
    • repeats, as during that step some pages were modified by the guest and are now dirty.
  – Source VMM freezes guest, sends VCPU’s final state, other state details, final dirty pages, and tells target to start running the guest
    • Once target acknowledges that guest running, source terminates guest
VIRTUAL APPLIANCES: “shrink-wrapped” virtual machines

• Developer can construct a virtual machine with
  – required OS, compiler, libraries, and application code
  – Freeze them as a unit ... ready to run

• Customers get a complete working package

• Virtual appliances: “shrink-wrapped” virtual machines

• Amazon’s EC2 cloud offers many pre-packaged virtual appliances examples of *Software as a service*