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Abstract

It is critical to be able to achieve an acceptable quality level before a software package is released. It is often important to meet a target release date. To be able to estimate the testing efforts required, it is necessary to use a software reliability growth model. While several different software reliability growth models have been proposed, there exist no clear guidelines about which model should be used. Here a two-component predictability measure is presented that characterizes the long term predictability of a model. The first component, average predictability, measures how well a model predicts throughout the testing phase. The second component, average bias, is a measure of the general tendency to overestimate or underestimate the number of faults. Data sets for both large and small projects from diverse sources have been analyzed. Results presented here indicate that some models perform better than others in most cases.

1 INTRODUCTION

A software product can be released only after some threshold reliability criterion has been satisfied. It is necessary to use some heuristics to estimate the required test time so that available resources can be efficiently apportioned. The most useful reliability criteria are residual fault density or the failure intensity (or its inverse MTTF). One of the best approaches to determine the required testing time is to use a time based Software Reliability Growth Model (SRGM). In recent years researchers have proposed several different SRGMs. A comprehensive survey and classification of software reliability models can be found in [5,13].

There is evidence to suggest that different models have different prediction capabilities, specially during early phases of testing. This is the duration when better predictability is required to estimate the release date and the additional test effort required. Hence selection of a particular model can be important for a reliable estimate of reliability of software systems.

Here five of the most commonly used fault count models are considered. All these models are two parameter models. This allows a fair comparison among the models. It was felt that these models do represent a sufficiently wide range of presumed behavior. All the models considered are NHPP (Non-Homogeneous Poisson Process) models with the exception of inverse-polynomial model.

The most common approach is to use a grouped data. The testing duration is divided into a number of periods. For each period, one item of the data set \( \{t_i, \lambda_i\} \), or equivalently \( \{t_i, \mu_i\} \) is obtained. The major objective of using a model is to be able to estimate the time \( t_F \) when the failure intensity \( \lambda(t_F) \) would have fallen below an acceptable threshold. Since the number of data points in a data set is often not large we have used the least squares method in our experiments. The maximum likelihood method has been found to perform similarly in this application [13].

Logarithmic Model (LOGM): This model was proposed by Musa and Okumoto [12]. Here the underlying software failure process has the characteristics of a logarithmic poisson process. It has an intensity function that decrease exponentially with the number of failures experienced. The mean value function and the failure intensity are [13]:

\[
\mu(t; \beta) = \beta_0 \ln(1 + \beta_1 t)
\]

\[
\lambda(t; \beta) = \frac{\beta_0 \beta_1}{1 + \beta_1 t}
\]

It should be noted that the failure intensity can also be expressed as:

\[
\lambda(\mu; \beta) = \beta_0 \beta_1 \exp(-\beta_0).
\]

The square of the sum of the errors, \( S \) is given by:

\[
S(\beta_0, \beta_1) = \sum_{i=1}^{n} [\ln r_i - \ln \beta_0 \beta_1 + \ln (1 + \beta_1 t_i)]^2
\]

where \( r_i \) is the actual failure intensity at \( t_i \), calculated from the input data. Minimizing this expression results in
the least square estimation of the parameters $\beta_0$ and $\beta_1$.

It is easily seen that $\beta_0 \beta_1$ represent the initial failure intensity at time 0. Since there is no upper limit to the number of faults that would be detected, this model belongs to the infinite-fault category [13], and the concept of an initial number of faults does not exist.

Inverse Polynomial Model (INPM): This model was proposed by Littlewood and Verral [6]. This model is general where one can choose different reliability growth functions. In our experiment we have considered the model with a second degree polynomial. The main characteristic feature of this model is that the program hazard rate decreases with time and experiences discontinuities of varying heights at each failure. The mean value function and failure intensity equations are [13]:

$$\mu(t; \beta) = 3\beta_0(Q1 + Q2)$$

$$\lambda(t; \beta) = \frac{\beta_0}{\sqrt{t^2 + \beta_1}}(Q1 - Q2)$$

where,

$$Q1 = \sqrt{t + (t^2 + \beta_1)^{1/2}}$$

$$Q2 = \sqrt{t - (t^2 + \beta_1)^{1/2}}$$

Although this is not a popular model, it was chosen for examination because in [13] it has been shown to have good predictability for the data set used for illustration.

Exponential Model (EXPM): This model was originally proposed by Moranda [9] and Musa [10] reformulated it in terms of execution time. Several models can be shown to be variations of this model [13]. Here the important assumption is that the per fault hazard rate is a constant. The mean value function and failure intensity equations are:

$$\mu(t; \beta) = \beta_0[1 - \exp(-\beta_1 t)]$$

$$\lambda(t; \beta) = \beta_0 \beta_1 \exp(-\beta_1 t)$$

This is a finite-failures model. The parameter $\beta_0$ represents the initial number of faults and $\beta_0 \beta_1$ is the initial failure intensity. Techniques exist to empirically estimate $\beta_0$ and $\beta_1$ [13].

Power Model (POWM): This model was proposed by Crow [4] to estimate reliability of hardware systems during development testing. This model models the failure events as a nonhomogeneous Poisson process whose failure intensity function is a power function of time. However, it is possible to apply this model to estimate software reliability by controlling the failure intensity range. For the purpose of our experiment we have kept the value of $\beta_1 < 1.0$. The basic equations of the mean value function and the failure intensity are:

$$\mu(t; \beta) = \beta_0 t^{\beta_1}$$

$$\lambda(t; \beta) = \beta_0 \beta_1 t^{\beta_1 - 1}$$

This is a infinite-failures model.

Delayed S-Shaped Model (DSSM): This model was proposed by Yamada, Ohba, and Osaki [20]. This model characterizes software failure process as a delayed S-shaped growth. Here software error detection process can be regarded as a learning process in which test-team members improve their familiarity and skill gradually. This is regarded to be the best of the several S-Shaped models [20]. The basic equations for the mean number of failure value and the failure intensity are:

$$\mu(t; \beta) = \beta_0[1 - (1 + \beta_1 t) e^{-\beta_1 t}]$$

$$\lambda(t; \beta) = \beta_0 \beta_1 t e^{-\beta_1 t}$$

This is a finite-failures model. The total number of faults is and $1/\beta_1$ is the time when maximum failure intensity occurs. Most other models assume that the failure intensity starts declining from the beginning. However the S-Shaped models can represent an initial rise in failure intensity that is sometimes observed [23].

2 PREDICTABILITY MEASURES

Characterization of a model requires its application to a number of data sets and evaluating its predictive capabilities. Applicability of a model can be measured using one of the three distinct approaches considered below.

1. Goodness-of-fit: This may be termed as an end-point approach because evaluation can be done only after all the data points $\{t_i, \lambda_i\}, i = 0, 1, ..., n$, or equivalently $\{t_i, \mu_i\}, i = 0, 1, ..., n$ are available. After a curve corresponding to a selected model $M_k$ is fitted to the data, the deviation between observed and the fitted values is evaluated using the Chi-Square test or Kolmogorov-Smirnov test. The Kolmogorov-Smirnov test is considered to be more effective compared with the Chi-Square test. The goodness-of-fit approach has low computational requirements and is the one used most widely. For example, it has been used by Matsumoto et al, to compare the exponential, hyperexponential and the S-Shaped models [7].

The disadvantage with goodness-of-fit measures is that they do not measure predictability. It is possible to have a model which fits the later behavior but not earlier. Such a model can have a good overall fit while providing poor predictability in the early phases.

2. Next-Step-Predictability: In this approach a partial data set, say, $\{T_i\}, i = 1, ..., (l-1)$, is used to predict the value of $T_i$. The predicted and the observed values of $T_i$ are then compared. This approach has been used by Abdel-Gale et al [1] and Brocklehurst et al. [2]. This method can also be used for grouped data. This approach allows predictability to be measured with a partial data set, while testing is still in progress. However it only measures short-term predictability.
3. Variable-Term-Predictability: Short-term predictability can be an appropriate measure near the end of the test phase. However, in actual practice, the need to predict the behavior near the end of the test phase by using data available near the beginning, is very important. This approach, used by Musa et al. [13], makes projections at each \( t_i \) using the partial data set \( \{ \lambda_i, t_i \} \), \( i = 0, ..., l \). The error in these projections can then be plotted against time. They have evaluated several models using one data set. The method requires \( n \) different curve-fittings for each data set. The effectiveness of the weighted-parameter estimation has been examined by Verma and Malaiya [19] using the same approach.

Sukert [17] has empirically validated Jelinski-Moranda, Schick-Wolverton, and modified Schick-Wolverton models using data sets from four DOD projects. However, he has not presented any formal comparison. Results of several early comparisons have been summarized by Farr [22].

In this paper the variable-term predictability approach has been used to compare some of the major SRGMs. Actual data from a wide spectrum of software projects, corresponding to different initial fault densities has been used.

Our proposed two-component predictability measure consists of Average Error (AE) and Average Bias (AB). The AE is a measure of how well a model predicts throughout the test phase. The AB indicates the general bias of the model. The AB can be either positive or negative depending on whether the model is prone to overestimation or underestimation.

More formally, let the data be grouped into \( n \) points \( (\lambda_i, t_i) \), \( i = 1 \) to \( n \), where \( \lambda_i \) is the failure intensity at time \( t_i \). Using a specific model \( M_k \), and data set \( j \), let \( D_k^j \) be the projected total number of faults to be detected. In terms of functional dependence, it may be specified as

\[
D_k^j = \mathcal{F} \{ M_k; (\lambda_1, t_1), (\lambda_2, t_2), \ldots, (\lambda_n, t_n) \}
\]

Taking the variable-term approach [13], we can make plots of prediction error \( (D_k^j - D_j)/D_j \), \( i = 1 \) to \( n \), for each model \( k \). Then predictability measures are given by

\[
(i) \quad AE_k^j = \frac{1}{m_j} \sum_{i=1}^{m_j} \left| \frac{D_k^j - D_j}{D_j} \right|
\]

\[
(ii) \quad AB_k^j = \frac{1}{m_j} \sum_{i=1}^{m_j} \frac{D_k^j - D_j}{D_j}
\]

The use of these measures is illustrated in Figure 1. The total shaded area under the curve is used for computing \( AE_k^j \). On the other hand, calculating \( AB_k^j \) requires use of the appropriate sign.

The different data sets used correspond to various fault density ranges. To have a proper comparison, we have trimmed some of the data so that they correspond to one of a few selected ranges. Let \( t_1 \) and \( t_4 \) be the time corresponding to lower and upper bound fault densities. Our lower limits correspond to a point where the relative error is significantly high. Our upper limits correspond to a point where sufficient faults have been detected (and corrected) and the system has achieved a high reliability. In our comparison scheme we calculate \( AB_k^j \)s and \( AE_k^j \)s only within these limits. These limits are specific to each data set and do not depend on the model used. Let \( m_j \) be the total number of points between \( t_1 \) and \( t_4 \) for each data set \( j \). Hence,

\[
(i) \quad AE_k^j = \frac{1}{m_j} \sum_{i=1}^{m_j} \left| \frac{D_k^j - D_j}{D_j} \right|
\]

\[
(ii) \quad AB_k^j = \frac{1}{m_j} \sum_{i=1}^{m_j} \frac{D_k^j - D_j}{D_j}
\]

Our observation showed that omission of end-points do not significantly affect the conclusions.

**FIGURE 1.** Illustration for Predictability Measure
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For the purpose of comparison, the data points examined correspond to one of these ranges: (a) 20 to 5 faults/KLOC, (b) 13.0 to 1.3 faults/KLOC, (c) 7.0 to 0.7 faults/KLOC, and (d) 0.2 to 0.05 faults/KLOC. The first range is commonly encountered at the beginning of the system test phase or earlier [13]. The last range corresponds to software which has very low fault density to start with. Often operational phase programs have a fault density in this range. Comparison of these two ranges would allow us to see if the predictability of a model has any significant dependence on fault density. For the two intermediate ranges, only limited data sets have been used. They have been included only to be able to observe any major anomalies.

3 COMPARISON OF MODELS

In our analysis we have used ten different data sets collected from seven different projects [11, 7, 14, 16, 13, 8, 15] as shown in Table 1. They range from a compiler project in an academic environment to a set of hardware control modules.
used in a practical system. Performances of these models, in terms of AE and AB, are shown in Tables 2 and 3. In Table 2, a smaller value of AE implies a higher accuracy in predictability of a given model, and vice versa. Similarly AB values in Table 3 indicate whether a model is capable of overprediction or underprediction.

The logarithmic model (LOGM), as shown in Table 2, seems to perform relatively well. Though it is not the best predictor in all cases, it has projected the remaining faults most accurately in four out of ten data sets. Its AE measures of 18.96, 22.35, 8.79, and 8.02 are the lowest for data sets 1.5, 3.2, 3.3, and 5.1. Further observation shows that the LOGM's AEs are not far away from the best values when predicted by other models. This suggests that the LOGM has good adaptability. As shown in Table 3 its AB values in all cases, except for data sets 4.1 and 5.1, are negative. This implies that the LOGM has some tendency towards underestimation of the number of faults. Even in a case where it overestimated, the over-projected value is not very high compared to that of other models. We observe that LOGM's performance remains superior except for the range of 0.2 to 0.05 fault/KLOC. The averaged AB measure over all fault density ranges is relatively low compared to all other models. Thus the LOGM offers an advantage of consistent predictability at different phases, be it testing or field operations. The LOGM has relatively low bias for different fault density ranges.

The inverse polynomial model (INPM) seems to perform neither poorly nor very well. The INPM has the lowest AE value of 17.312 and 7.112 for the data sets 1.2 and P1, and in remaining cases its AEs values are in the middle range. Results in Table 3 show that the INPM has the tendency of positive bias. Though the INPM underestimates the number of faults for the data sets 1.1 and P2, its positive bias for the remaining data sets is not very strong. This suggests that the INPM predicts relatively more accurately in high fault density ranges. For example, in the ranges of 20.0 to 5.0 faults/KLOC and 13.0 to 1.3 faults/KLOC its AE values are the second lowest, while as at lower fault density ranges of 7.0 to 0.7 faults/KLOC, and 0.2 to 0.05 fault/KLOC its values are very high. It can be seen that the INPM exhibits overprediction in all fault density ranges.

The exponential model's behavior is somewhat similar to that of LOGM. Except for data set 4.1, where it has the
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**TABLE 1. THE DATA SETS USED.**

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Ref</th>
<th>Code Size</th>
<th>Lines/Inst.</th>
<th>Error Bound</th>
<th>Software Type</th>
<th>Range/KLOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>I</td>
<td>1000</td>
<td>24</td>
<td>&quot;</td>
<td>Compiler</td>
<td>20-0.5</td>
</tr>
<tr>
<td>1.2</td>
<td></td>
<td>1000</td>
<td>24</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>1.3</td>
<td></td>
<td>1000</td>
<td>24</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td>1000</td>
<td>24</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>3.2</td>
<td>[14]</td>
<td>3,177,000</td>
<td>328</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>3.3</td>
<td>[14]</td>
<td>35,000</td>
<td>379</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>4.1</td>
<td>[14]</td>
<td>160,000</td>
<td>101</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>6.1</td>
<td>[13]</td>
<td>240,000*</td>
<td>320</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>P2</td>
<td>[6]</td>
<td>1,000,000</td>
<td>321</td>
<td>&quot;</td>
<td>Net Known</td>
<td>&quot;</td>
</tr>
</tbody>
</table>

**TABLE 2. AVERAGE ERROR OF MODELS(AEs).**

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Log</th>
<th>Exp Pol</th>
<th>Power</th>
<th>S-Shap</th>
<th>Data Set</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>18.96</td>
<td>22.35</td>
<td>8.79</td>
<td>8.02</td>
<td>1.2</td>
<td>22.35</td>
</tr>
<tr>
<td>1.3</td>
<td>18.96</td>
<td>22.35</td>
<td>8.79</td>
<td>8.02</td>
<td>1.3</td>
<td>22.35</td>
</tr>
<tr>
<td>1.5</td>
<td>18.96</td>
<td>22.35</td>
<td>8.79</td>
<td>8.02</td>
<td>1.5</td>
<td>22.35</td>
</tr>
<tr>
<td>3.2</td>
<td>18.96</td>
<td>22.35</td>
<td>8.79</td>
<td>8.02</td>
<td>3.2</td>
<td>22.35</td>
</tr>
<tr>
<td>3.3</td>
<td>18.96</td>
<td>22.35</td>
<td>8.79</td>
<td>8.02</td>
<td>3.3</td>
<td>22.35</td>
</tr>
<tr>
<td>4.1</td>
<td>18.96</td>
<td>22.35</td>
<td>8.79</td>
<td>8.02</td>
<td>4.1</td>
<td>22.35</td>
</tr>
<tr>
<td>6.1</td>
<td>18.96</td>
<td>22.35</td>
<td>8.79</td>
<td>8.02</td>
<td>6.1</td>
<td>22.35</td>
</tr>
</tbody>
</table>

**TABLE 3. AVERAGE BIAS OF MODELS(ABs).**

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Log</th>
<th>Exp Pol</th>
<th>Power</th>
<th>S-Shap</th>
<th>Data Set</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>-29.83</td>
<td>-36.32</td>
<td>-31.35</td>
<td>-18.21</td>
<td>1.2</td>
<td>-36.00</td>
</tr>
<tr>
<td>1.3</td>
<td>-22.31</td>
<td>-33.56</td>
<td>-31.35</td>
<td>-18.21</td>
<td>1.3</td>
<td>-22.31</td>
</tr>
<tr>
<td>1.5</td>
<td>-19.51</td>
<td>-33.56</td>
<td>-31.35</td>
<td>-18.21</td>
<td>1.5</td>
<td>-19.51</td>
</tr>
<tr>
<td>3.2</td>
<td>-17.99</td>
<td>-33.56</td>
<td>-31.35</td>
<td>-18.21</td>
<td>3.2</td>
<td>-17.99</td>
</tr>
<tr>
<td>3.3</td>
<td>-14.76</td>
<td>-33.56</td>
<td>-31.35</td>
<td>-18.21</td>
<td>3.3</td>
<td>-14.76</td>
</tr>
<tr>
<td>4.1</td>
<td>-11.27</td>
<td>-33.56</td>
<td>-31.35</td>
<td>-18.21</td>
<td>4.1</td>
<td>-11.27</td>
</tr>
<tr>
<td>6.1</td>
<td>-25.50</td>
<td>-33.56</td>
<td>-31.35</td>
<td>-18.21</td>
<td>6.1</td>
<td>-25.50</td>
</tr>
</tbody>
</table>

The inverse polynomial model (INPM) seems to perform neither poorly nor very well. The INPM has the lowest AE value of 17.312 and 7.112 for the data sets 1.2 and P1, and in remaining cases its AEs values are in the middle range. Results in Table 3 show that the INPM has the tendency of positive bias. Though the INPM underestimates the number of faults for the data sets 1.1 and P2, its positive bias for the remaining data sets is not very strong. This suggests that the INPM predicts relatively more accurately in high fault density ranges. For example, in the ranges of 20.0 to 5.0 faults/KLOC and 13.0 to 1.3 faults/KLOC its AE values are the second lowest, while as at lower fault density ranges of 7.0 to 0.7 faults/KLOC, and 0.2 to 0.05 fault/KLOC its values are very high. It can be seen that the INPM exhibits overprediction in all fault density ranges.

The exponential model's behavior is somewhat similar to that of LOGM. Except for data set 4.1, where it has the
lowest value of 15.660, its AE values in most of the remaining cases suggest that the EXPM follows a middle course. But it has the maximum AE of 44.00 for data set 1.2, and the second worst value for data sets 1.1, P1, and P2. Except for data set 4.1, where it has a +ve value of 5.415, its -ve AB values lie between the extreme values predicted by other models. Its AB value of -44.00 and -31.355 for the data sets 1.2 and 1.3 are the worst. In many of the cases, EXPM’s relatively higher magnitude of AB values suggests that the EXPM may under-project significantly compared to the LOGM. The AE average shows good predictability in 0.2–0.05 f/KLOC range but poor predictability in the range of 20.0 to 5.0 faults/KLOC. EXPM’s bias at the highest fault density range is very high.

The power model, as shown in Table 2, seems to perform highly inconsistently. Though the POWM’s AE measure of 16.314, 12.260, and 15.286 are the best for data sets 1.1, 1.3, and P2, it has the highest AEs in four cases (data set: 1.2, 3.2, 3.3, and 4.1). A comparison in Table 3 shows that both the INPM and the POWM seems to perform in a similar manner in all cases except for data set 1.3. But POWM’s AB values are the highest +ve values for data sets 1.2, 1.5 through P1. Its average AE values in ranges 7.0 – 0.7 faults/KLOC, and 0.2 – 0.05 faults/KLOC are very high compared to other models. Even in higher fault density ranges its prediction errors are close to the highest values of given by DSSM. This implies that this model may not be a good predictor once the product reaches higher reliability. Values indicate that the POWM and INPM have similar biases in all fault density ranges. But the POWM seems to over-project more than the INPM.

The delayed S-Shaped model, as shown in Table 2, seems to be a poor estimator in many cases. Its AE values are the highest in case of the following data sets: 1.1, 1.3, 1.5, 5.1, P1, and P2. AB values in Table 3 indicate that the DSSM has consistent negative bias across all data sets. Moreover its AB values are the highest negative bias for all data sets except for cases 1.2 and 1.3. Hence one has to be cautious in releasing a product when DSSM is used for reliability prediction. The delayed S-Shaped model performs consistently poorly in high fault density ranges. Also in low fault density ranges its performance is not significantly better than that of the worst predictor, the POWM. AB values show that the DSSM is the only model that consistently underestimates in all fault density ranges.

The last column of Table 3 suggests that performance of these models may sometimes be affected by the peculiarities of some data sets. For example, data sets 1.1 and P2 forced all models to exhibit negative bias in their estimate. One possible approach to overcome this can be to use an adaptive prediction approach.

4 OBSERVATIONS

We have evaluated average error and average bias for different models for data from different fault density ranges. Our results seem to support Musa’s observation [13] that the logarithmic model appears to have good predictability in most cases. However at very low fault densities, the exponential model may be slightly better. The delayed S-Shaped model, which in some cases have been shown to have good fit, generally performed poorly. Similar results have been found using a different evaluation scheme [18]. Zinnel [21] has shown that a significant correction can improve the predictability of the delayed S-Shaped model. This needs to be further investigated.

Some data sets may have peculiarities that may cause most models to have either positive or negative bias. It may be possible to use this fact to do a preset or adaptive correction. Another possible approach may be to combine models with opposite biases.
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