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ABSTRACT
Automated Protein Function Prediction is the task of automati-
cally predicting functional annotations for a protein based on gold-
standard annotations derived from experimental assays. �ese
experiment-based annotations accumulate over time: proteins with-
out annotations get annotated, and new functions of already anno-
tated proteins are discovered. �erefore, function prediction can be
considered a combination of two sub-tasks: making predictions on
annotated proteins and making predictions on previously unanno-
tated proteins. In previous work, we analyzed the performance of
several protein function prediction methods in these two scenarios.
Our results showed that GOstruct, which is based on the structured
output framework, had lower accuracy in the task of predicting
annotations for proteins with existing annotations, while its perfor-
mance on un-annotated proteins was similar to the performance
in cross-validation. In this work, we present GOstruct 2.0 which
includes improvements that allow the model to make use of infor-
mation of a protein’s current annotations to be�er handle the task
of predicting novel annotations for previously annotated proteins.
�is is highly important for model organisms where most proteins
have some level of annotations. Experimental results on human
data show that GOstruct 2.0 outperforms the original GOstruct in
this task, demonstrating the e�ectiveness of the proposed improve-
ments. �is is the �rst study that focuses on adapting the structured
output framework for applications in which labels are incomplete
by nature.
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1 INTRODUCTION
Identifying the functions of the multitude of proteins encoded by
a genome is a key problem in bioinformatics [15, 27]. �e Gene
Ontology (GO) [1] has emerged as the standard for describing pro-
tein function. It is a structured vocabulary with thousands of terms
which describes di�erent aspects of protein function using a hierar-
chy of keywords. It is composed of three independent subontologies
for annotating the molecular functions of proteins, the biological
processes they participate in, and the cellular components in which
these occur. Examples of GO categories in these subontologies in-
clude RNA binding (molecular function), chromosome segregation
(biological process) and nucleus (cellular component).

Despite the di�culty of experimentally determining function,
scientists have been able to annotate a large number of proteins
with GO categories through various wet-lab experiments. Currently
there are more than 100,000 GO annotations for a large number
of proteins across many species. But as the cost of sequencing
continues to decline rapidly [24] there is an increasingly larger gap
between sequences with and without annotations; therefore it is
not realistic to use experimental determination as the sole means
of annotation, and computational methods, enabled by the existing
data, have emerged as a viable alternative.

In recent years, the bioinformatics community has developed
many computational methods for function prediction [27]. Many
of the earliest methods performed “transfer of annotation” us-
ing amino acid sequence similarity to proteins with known func-
tions [9]. Over the years, discriminative algorithms such as SVMs [12,
25] and decision trees [13, 34], as well as probabilistic models which
perform label propagation on graphs [5, 21, 22] have been devel-
oped. More recently, structured output methods have demonstrated
high accuracy in GO term prediction [33], enzyme function predic-
tion [2], and phenotype ontology term prediction [17]. �e success
in computationally determining the functions of proteins using a
variety of data sources — protein sequence or structure, and various
biological network data [8, 27, 33, 36] — has led to the establish-
ment of automated function prediction (AFP) as one of the most
important bioinformatics challenges in the last decade. However,
according to a community based competition for evaluating au-
tomated function prediction methods (CAFA, see below), there is
still signi�cant room for improvement in the accuracy of existing
methods [27].

Due to the emergence of a multitude of computational methods
for GO term prediction, the community has realized the need for a
systematic and organized means of comparing the performance of
these methods in order to assess how far the area has progressed.



Taking note from critical assessment e�orts such as CASP (Crit-
ical Assessment of protein Structure Prediction) [23] and CAPRI
(Critical Assessment of Prediction of Interactions) [14], the AFP
community decided to hold its own competition: CAFA (Critical
Assessment of Function Annotation) [27]. �e main objective of
CAFA is to gather all AFP researchers in one place to fairly assess
and compare the latest computational methods using a centralized
and independent assessment. In the �rst CAFA (CAFA1) the partic-
ipants were provided with a list of protein targets that didn’t have
any previous GO annotations and were asked to submit compu-
tational predictions using their own AFP methods [27]. Once the
predictions were submi�ed, the organizers collected the experimen-
tally validated GO annotations acquired for those target proteins
over a period of six months. Finally, the computational predictions
were compared against those annotations to compute the accuracy
of each AFP method.

�e recent CAFA2 challenge had exactly the same setup, except
that the list of 100,000 target proteins consisted of both annotated
and unannotated proteins [15]. �e added requirement of making
predictions on currently annotated proteins makes CAFA2 a more
realistic representation of the function prediction problem, as it
be�er models the accumulation of annotations over time.

�e AFP problem posed in CAFA is more challenging than the
typical machine learning problem, as the usual assumption in ma-
chine learning is that the distribution of examples in the training
set is re�ective of that in the test set. In the CAFA AFP problem this
assumption likely does not hold because the training is performed
on an older set of annotations while testing is performed on newer
annotations; and it is known that distribution of GO categories
changes over time due to biases in the annotation process [29].
Furthermore, the annotations acquired for annotated proteins and
the annotations acquired for unannotated proteins can be expected
to be di�erent in frequency and speci�city: an annotated protein
can be expected to acquire more speci�c GO categories than an
unannotated protein, and perhaps more of them, as the biology
community tends to study proteins that are already characterized.

In previous work we identi�ed the CAFA2 requirements as a
combination of two subtasks: making predictions on annotated
proteins and making predictions on unannotated proteins [18]. In
the task of making predictions on annotated proteins, methods
are trained using the set of annotations acquired on or before a
speci�c time-stamp t1, and tested on the set of annotations gathered
on the same set of proteins a�er t1. In other words, the same
set of proteins are used for training and testing, but the training
labels are annotations that were available at t1, while testing labels
are annotations made available a�er t1. In the task of making
predictions on unannotated proteins, methods are trained using
the set of annotations acquired on or before t1 while they are tested
on the annotations acquired for proteins that were not annotated
on or before t1. In this setup, the proteins used for training and
the proteins used for testing are disjoint sets. �is distinction is
illustrated in Figure 1.

It turns out that the distinction between these two AFP tasks
is an important one. In recent work we have compared the per-
formance of GOstruct, binary support vector machines and guilt-
by-association methods on these two tasks with their performance
in cross-validation, which is typically used to assess and compare

AFP methods. We observed that making predictions for already
annotated proteins is challenging for all three methods compared
to the task of making predictions on unannotated proteins [18].
�is observation can be understood given that none of the methods
take into account the incompleteness of existing annotations in
their learning and inference procedures.

When it comes to the task of making predictions for annotated
proteins, several recent methods use only existing annotations for
making predictions. In other words, given the labels associated with
a protein, these methods predict additional labels based only on its
existing annotations. �ese methods are based on singular value
decomposition [7], autoencoder neural networks [6], probabilistic
latent semantic analysis [20] and Latent Dirichlet Allocation [26].
However, all these methods ignore the wealth of information avail-
able in all other types of genomic data sources such as sequence and
protein-protein interactions. �erefore, it is worth exploring how
both existing annotations and other data can be used together for
this task; in methods like GOstruct and label reconciliation meth-
ods such as described in Guan et al. [12], information on existing
annotations can be encoded in the learning or inference procedure
itself. In this work, we propose novel improvements to the GOstruct
method by taking into consideration that existing annotations are
incomplete. We observe that GOstruct 2.0, the new version of
GOstruct, has improved performance compared to original in the
task of making predictions for annotated proteins, suggesting that
be�er modeling of the problem leads to be�er performance. To
the best of our knowledge, this is the �rst study that focuses on
modeling the incompleteness of the labels in a structured output
framework, and may be of use in other applications as well.

2 METHODOLOGY
2.1 Approach
�e problem of GO term prediction is a hierarchical multilabel clas-
si�cation problem (HMC) [4], as a given protein can be annotated
with multiple labels, and the set of labels have a hierarchy associ-
ated with them. Whereas the standard approach is to use multiple
classi�ers, one for each GO category, GOstruct takes the approach
of using a single classi�er that learns a direct mapping from inputs
to the space of hierarchically consistent labels; this is achieved
using structured prediction, which is a framework for learning a
mapping from inputs to a label space that has a structure associated
with it [35]. �is framework can capture information from the
inter-relationships between labels and allows the prediction of a set
of labels that are hierarchically consistent. It eliminates the need
for multiple classi�ers, and the need for establishing hierarchical
consistency between the predictions.

�e key component of GOstruct’s structured SVM formulation
is the compatibility function, which computes the compatibility
between a given protein and a label (i.e., a set of GO annotations).
GOstruct learns this compatability by maximizing the margin be-
tween the correct label and all incorrect labels [33]. However, while
it does allow for the possibility of mis-annotations, it does not ex-
plicitly take into account that the existing annotations of a protein
are partial, i.e., are only a subset of its true annotations.

Our results from the previous work [18] demonstrate that the
AFP task of making predictions on annotated proteins is much



Figure 1: Overview of the two AFP subtasks. We distinguish between three sets of annotations that are used to de�ne the
train/test set with respect to the two tasks: making prediction for annotated proteins and making prediction for unannotated
proteins. Annotations accumulate until time t1 and form the set in grey, which is the training set for the task of making
prediction for annotated proteins. �e set of annotations acquired for those proteins a�er t1 form the set in blue, which is the
test set in the task of making prediction for annotated proteins. �e set of annotations acquired a�er t1 for proteins that were
un-annotated before t1 is denoted by the set in green, and is used as the test set in that task.

more di�cult than performing well on un-annotated proteins or in
cross-validation. �is suggested that the task of predicting annota-
tions for already annotated proteins could bene�t from algorithms
that explicitly leverage existing annotations to be�er rank novel
predicted annotations.

GOstruct 2.0 is a modi�cation of the original structured SVM for-
mulation that reduces the penalty for margin violations involving
examples for which the second best candidate label is an extension
of its actual label. �is allows the model to be more �exible with
candidate labels that are extensions of the actual labels. �is mod-
els the process of annotation whereby a protein might accumulate
annotations with increasing level of speci�city.

2.2 Models
In this section we present the proposed structured SVM formu-
lation of GOstruct 2.0. Let X be the input space where proteins
are represented, and let Y be the space of labels (GO categories).
�e training set consists of labeled training examples {(xi ,yi )}ni=1
where xi ∈ X and yi ∈ Y. �e set of GO categories annotated
to a given protein is collectively referred to as its (structured) la-
bel. Y represents each GO subontology in a vector space where
component j represents category j, and a label vector y ∈ {0, 1}d ,
where d is the number of GO categories has yj = 1 if the corre-
sponding protein is associated with category j , and 0 otherwise. In
constructing the label vectors we assume the so-called true-path
rule: whenever a protein is annotated with a given category, it
is also associated with all its ancestors in the hierarchy. �is is
also known as hierarchical consistency. �e compatibility function
f : X ×Y 7→ R maps input-output pairs to a score that indicates
the strength of the association of an input to a set of GO categories.
�is function is expressed as a linear function in a feature space

representing the labels and inputs, i.e. f (x ,y) = wTϕ(x ,y), where
ϕ(x ,y) is the joint input-output feature map. �e predicted label ŷ
for an input x can then be obtained using the argmax operator as
ŷ = arg maxy∈Yc f (x ,y) where Yc ⊂ Y is the set of all candidate
labels. GOstruct uses the combinations of all GO categories present
in the training set as the set of candidate labels Yc .

In order to obtain correct classi�cation, the compatibility value
of the true label (correct set of GO annotations) of an input protein
needs to be higher than that of any other candidate label. �is is
captured by the following large-margin formulation [35]:

min
w,ϵ

1
2 | |w | |

2
2 +

C

n

n∑
i=1

ϵi

subject to :

f (xi ,yi ) − max
y∈Yc

f (xi ,y) ≥ 1 − ϵi i = 1, . . . ,n (1)

ϵi ≥ 0 i = 1, . . . ,n, (2)
where w is the weight vector, C is a user-speci�ed so�-margin
constant, Yc is the set of candidate labels, ϵi are the slack variables
which allow margin violations, and | | · | |2 is the L2 norm. �e �rst
constraint, Equation (1), ensures that the compatibility score for
the actual label of a protein is higher than all other candidate labels,
and the use of slack variables allow �exibility in satisfying this
constraint. �is optimization problem is solved in the dual with a
kernel function that is a product of a linear input space kernel and
a linear output space kernel as described elsewhere [33].

In this work we propose a modi�cation to the above model in
order to help GOstruct be�er handle the task of making predictions
for annotated proteins. For that purpose, we de�ne a label y′ as
an extension of a label y if whenever yi = 1 then y′i = 1. In other



words, y′ is consistent with y, and might include additional and
more speci�c terms than y. Figure 2 illustrates this concept.

Figure 2: Label extensions: the labely2 in this toy example is
an extension of y1 because y2 includes all terms represented
by y1.

�e original GOstruct formulation does not take into account
that the existing labels represent a snapshot of our knowledge of
protein function, which is incomplete [3]. For example, in our
dataset, the fraction of human proteins that had new molecular
function, biological process and cellular component annotations
between January 2009 and December 2013 are approximately 14%,
35% and 28%, respectively. In order to model the fact that an existing
label can be incomplete, any second best candidate label that is an
extension of the existing annotations should be penalized to a lesser
extent. �is can be achieved by using a di�erent (and lower) so�-
margin constant for the subset of examples for which the second
best candidate label is a more speci�c label. To do this, we partition
the examples into two non-overlapping sets based on whether their
corresponding second best candidate label are extensions of the
known annotations and associate di�erent so�-margin constants
with them. We denote these two sets by A+ and A−, and their
associated so�-margin constants by C+ and C−, respectively; A+ is
the set of examples for which the second best candidate label is an
extension of its known label, A− are the rest of the examples. We
propose the following modi�cation of the original structured SVM
formulation as follows:

min
w,ϵ 1,ϵ 2

1
2 | |w | |

2
2 +

C+

n

∑
i ∈A+

ϵ1
i +

C −

n

∑
i ∈A−

ϵ2
i

subject to:

f (xi ,yi ) − max
y∈Yc

f (xi ,y) ≥ 1 − ϵ1
i for i ∈ A+ (3)

f (xi ,yi ) − max
y∈Yc

f (xi ,y) ≥ 1 − ϵ2
i for i ∈ A− (4)

ϵ1
i ≥ 0 for i ∈ A+ (5)
ϵ2
i ≥ 0 for i ∈ A−, (6)

where ϵ1
i and ϵ2

i are the slack variables, andYc is the candidate label
set. �e so�-margin constants C+ and C − are hyperparameters
speci�ed by the user and should satisfyC − ≥ C+ for a lower penalty
on annotations that are more speci�c than the known ones. �e

new constraints (inequalities 3 and 4) allow the model to be more
�exible towards picking candidate labels that are extensions of the
current label. �is allows it to use the information of the existing
annotations to model the accumulation of annotations over time.

2.3 Experimental setup
We compare the performance of GOstruct 2.0 against the origi-
nal GOstruct (denoted as 1.0) with respect to the three tasks (a)
cross-validation (CV), (b) making predictions on annotated pro-
teins (denoted as NA) and (c) making predictions on unannotated
proteins (denoted as NP) on human proteins. Each method was
trained/tested using the same set of features and labels.

We extracted GO annotations from the Gene Ontology and
UniProt databases on 12/01/2013. We removed all annotations not
originating from an experimental assay, and ignored GO categories
that were annotated with less than 10 proteins. �e number of
proteins/annotations in the train/test sets with respect to the three
setups are given in Table 1.

We generated three types of sequence features (localization sig-
nals, low complexity regions and transmembrane data). BLAST
scores were represented using a simpler version of a score used
in [8]. We extracted PPI and other functional association data (co-
expression, co-occurrence, etc.) from BioGRID 3.2.106, STRING
9.1 and GeneMANIA 3.1.2. To take advantage of the information
found in the biomedical literature, an NLP pipeline was utilized
to extract the co-occurrence of protein names and GO terms both
at the sentence and paragraph level from all full-text publications
available in PubMed; the datasets are publicly available [16], and
additional details are provided elsewhere [18].

We use 5-fold cross validation for evaluating the performance
in the CV task. Here, the folds are generated by partitioning the
complete set of annotations randomly without regard to their time-
stamps (i.e. all existing annotations of a protein are used as the
gold standard). In the NA task, methods are trained using the set of
annotations acquired on or before the year 2009, and tested on the
set of annotations gathered on the same set of proteins a�er 2009.
In the NP task, methods are trained using the set of annotations
acquired on or before the year 2009 while they are tested on the
annotations acquired for proteins that were not annotated on or
before 2009. Note that the NA and NP tasks share the same training
data; for example, in the molecular function subontology, there are
4, 305 proteins that had at least one annotation before 2009 (see
Table 1) In our experiments we usedC+ = 1 andC − = 10 for all our
experiments; the value of C − is the default value of the GOstruct
so�-margin parameter on the basis of experiments in other datasets;
we have not optimized the value of C+.

We use term-centric AUC [27] as our primary evaluation measure
for reporting results. In order to perform a fair comparison across
setups we �rst identi�ed the GO subgraph that consists of only the
GO categories common to all three setups (CV, NA and NP). �en
we computed the AUC only on this subgraph.

3 RESULTS AND DISCUSSION
Figure 3 and Table 2 show CV, NA, and NP results in human for all
three GO namespaces: molecular function, biological process and
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Figure 3: Performance comparison between GOstruct 2.0 and the original GOstruct in CV, NA and NP for human. GOstruct
2.0 (solid �ll) and the original GOstruct (denoted as 1.0 and shown in patterned �ll) are evaluated in CV (cross-validation),
NA (novel-annotation) and NP (novel-proteins) on human. Performance is reported using the term-centric AUC in the molec-
ular function (F), biological process (P) and cellular component (C) subontologies (depicted using red, green, and blue bars,
respectively). Higher values indicate better performance.

Table 1: �e number of proteins and the number of annota-
tions in the training and test sets for the three setups: CV
(cross-validation), NA (novel-annotations) and NP (novel-
proteins) in human. Numbers are separately provided for
the three subontologies: molecular function (F), biological
process (P) and cellular component (C) subontologies. For
the CV setup, numbers represent average values computed
across train/test folds (5-fold cross-validation).

Training set Test set
Ontology Setup Proteins Annots. Proteins Annots.

CV 4532 8467 1133 2116
F NA 4305 6898 799 1343

NP 4305 6898 1344 2174
CV 7533 31794 1883 7948

P NA 5824 12196 3301 13192
NP 5824 12196 3574 12973
CV 8440 19196 2110 4799

C NA 5082 8185 2966 5511
NP 5082 8185 5468 10200

cellular component. First, as noted in our previous work [18], per-
formance for the NA task is much lower. We observe that GOstruct
2.0 outperforms GOstruct 1.0 in the NA task in all subontologies.
We also note that it performs as well as or be�er than GOstruct 1.0
in the molecular function and biological process subontologies in
yeast (data not shown). �is demonstrates the ability of the new
constraints to model the accumulation of annotations over time for
improving performance in the NA task.

�e largest improvement is in the biological process subontology
(a jump from 0.58 to 0.71, see Figure 3). �is observation can be
a�ributed to the fact that it is by far the deepest subontology [11] as
well as it being the subontology with the highest rate of increase in
the number of categories over the years [10]. �is makes biological
process annotations more incomplete than the other two, thereby
providing for more room for improvement. It is also important to
note that GOstruct 2.0 produced AUCs above 0.7 for all three subon-
tologies, which is a major improvement over the original GOstruct,
which had low values of 0.58 and 0.66 in NA for the BP and CC
subontologies, respectively. On unannotated proteins the results
are mixed. �is not surprising, since the 2.0 constraints are speci�-
cally designed for the NA scenario; however, it is always possible to
apply the original version for proteins without annotations. In fact,



Table 2: Performance comparison between GOstruct 2.0
and the original GOstruct in CV, NA and NP for human.
GOstruct 2.0 and original GOstruct (denoted as 1.0) are evalu-
ated in CV (cross-validation), NA (novel-annotation) and NP
(novel-proteins). Performance is reported using the term-
centric AUC and the corresponding p-values computed us-
ing paired t-tests in the molecular function (F), biological
process (P) and cellular component (C) subontologies. P-
values < 0.05 are in bold.

Ontology Setup 1.0 2.0 P-value
CV 0.88 0.89 9.90E-03

F NA 0.73 0.77 6.58E-07
NP 0.85 0.77 2.89E-12
CV 0.89 0.89 3.06E-01

P NA 0.58 0.71 8.10E-200
NP 0.83 0.85 1.54E-11
CV 0.85 0.88 1.15E-04

C NA 0.66 0.75 5.54E-21
NP 0.83 0.82 5.74E-01

based on these results, the latest release of the GOstruct library1

defaults to the 1.0 behavior for the NP task and applies 2.0 behavior
for the NA task automatically based on the input annotations.

4 CONCLUSIONS AND FUTUREWORK
In this work we developed GOstruct 2.0, which includes enhance-
ments to the underlying structured SVM formulation of the original
GOstruct, allowing it to model the incompleteness of GO annota-
tions. Using human data we showed that GOstruct 2.0 outperforms
the original GOstruct, especially for the task of making predictions
on annotated proteins. To the best of our knowledge, this is the �rst
study that incorporates explicit modeling of label incompleteness
in the context of the structured output framework, and demon-
strated the importance of modeling label incompleteness. �is idea
can be applied in other se�ings. Several large-scale biological on-
tologies such as the Human Phenotype Ontology (HPO) [28], the
Mammalian Phenotype Ontology (MPO) [31, 32] and the Disease
Ontology (DO) [19, 30], are manually curated, and are also known
to be incomplete due to the lag between the large volume of infor-
mation in the published literature and the time-consuming process
of manual curation. �erefore, the methodology developed here is
directly applicable for the tasks of predicting novel annotations in
these ontologies.

Several issues related to this work remain to be solved. An exten-
sive model selection procedure for selecting the optimal so�-margin
parameters with respect to the newly introduced constraints could
further improve performance. �is work only looked at modify-
ing the learning procedure of the original GOstruct to account for
incompleteness of labels. Another aspect worth exploring is in-
troducing modi�cations to the inference rule used in the original
GOstruct. GOstruct uses all combinations of labels present in the
training set as the candidate label set when making predictions.

1h�p://sourceforge.net/projects/strut/

However, for the task of making predictions on annotated proteins
it may be bene�cial to restrict the candidate label set to a subset of
labels that are consistent to the current label, and further investiga-
tion is required to explore how to best incorporate this idea into
the framework.
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