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From The Tricky Challenge of Making Machines That “See” in the MIT Technology 
Review.  Article above originally published in 1968.



A Bit Personal
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And from Bruce Draper
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CSU History (Very Partial)
• Image Understanding
• 3D Model Based Object Recognition
• Satellite Reconnaissance
• Object Recognition in General
• Face Recognition
• Video Understanding
• Gesture Recognition
• Communicating with Computers
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CSU 
Software
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Some Samples of Past Work
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Face Recognition in real-time at CSU around 2006



Text and Face Images (~2006)
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Text 
Identifcation

Face 
Identification

Linear 
Combination

Face Similarity Text Similarity

Combined 
Similarity



Faces & Illumination Part 1
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J. Ross Beveridge, Bruce A. Draper, Jen-Mei Chang, Michael Kirby, Holger Kley, Chris Peterson, 
“Prin- cipal Angles Separate Subject Illumination Spaces in YDB and CMU-PIE”, IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 31, no. 2, pp. 351-363, 
February, 2009. 



Faces & Illumination Part 2
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Faces & Illumination Part 3
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More Interactive Play
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FaceL
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How to Start a Trend
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Action Recognition
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… and then came CNNs
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Communicating with Computers
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User-Aware Shared Perception 
for Embodied Agents



Hello

Diana is an embodied agent who can hear, speak and see.



Our Goal
• Better communication when …

• A person and computer are focused upon a physical task
• Tasks are AI classics: e.g. Blocks World, Set a Table

• Why is this interesting
• Our Tasks stand in for most everyday tasks 

where …
– There is shared perception of a common setting
– Verbal communication is grounded by context
– There is shared awareness of body/embodiment
– Communication is grounded by seeing each other



How We Started
• Elicitation studies between two people solving blocks 

world tasks.

5/15/17 Supported	by	DARPA	&	ARL	through	contract	#W911NF-10-2-
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Layout	
of

Blocks

2-Way	
Communication

Blocks
Microsoft	
Kinects

Signaler Builder	



What We Learned … Examples 
RA: 

move, front; 
RH: 

into point, down

RA: 
move, up; 

RH: 
into thumbs, up

Body: 
move, back;



What We Learned … Gestures
24,503 labeled 
instances

8:08:02 of video

~550 hours of 
labeling effort

5,060 unique 
physical
movements

110 Gestures occur 20 or more times and from multiple people.  
Our current system uses primitive 32 hand poses 
Combined with arm and body motion, there are 31 distinct non-
verbal communicative actions.



Speech, Gesture, or Both
Gestures alone are roughly as effective as words alone in 

blocks world: a physical and cooperative task.

Gestures and words used together are more 
effective than either used alone.



What We Diana Can Do



Recap What you Just Saw
• Diana sees and hears

– She understands the user’s speech and is conversant
– She understands the user’s non-verbal communication
– She integrates verbal and non-verbal communication
– Communication is grounded in shared perception and a 

task
• In just the first few seconds

– “Hello Nikhil, I am ready to go”
• Diana saw Nikhil approach, she waves in greeting 
• Diana focuses her attention, her gaze, on Nikhil
• Thumbs up gesture while saying “ready to go”

• ...
• And one minute forty seconds later

– Diana and Nikhil have together built a staircase



How Does Diana Do We Do It?



Just the Gesture Side
• CNNs trained on Kinect depth images recognize 31 

distinct hand poses
• LSTMS trained on Kinect skeleton data recognize 8 

distinct arm motions
• Training is derived from our 8 hours of labeled data
– The EGGNOG (Elicited Giant Gallery of Naturally 

Occurring Gestures) dataset is publicly available
• Typically neural networks require multiple GPUs
– But a very high-end laptop with GPUs now supports the 

full system
• Gesture label data as it is recognized gets passed 

along to the cognitive agent, i.e. Diana



The Cognitive Agent, aka Diana

No I am not 
expecting you 
to read these 

slides!



Key Idea: Grounded Language

Risking gross oversimplification, two approaches

Traditional

Brandeis

Blocks world actually 

used to illustrate 

value of logic based 

representation, and 

ONLY predicates

* Example from: https://www.scribd.com/document/326487422/prolog 

*

Concepts 

grounded in 

physical 

modeling, e.g. 

The Unity 

Engine

Final ‘truth’ 
lies in 
predicates.

Final ‘truth’ 
ties directly 
into 
physical 
simulation

VoxML



The Embodied Avatar Conceit
There is now a growing conceit about AI agents. Interact with your agent as 
you would with a person. We have taken a step down this road in terms of an 
agent that can see, speak, listen, share perception, and interact with a 
person to solve tasks. 

Person 
to 
Person

Person 
to 
Avatar



We Still Do Vision!
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And from CS 510 Last Spring
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Label: Mule 
Deer
Top 3: 
Classification
white tailed deer 
0.499
mule deer 
0.4859644
coyote 
0.0058485395

Label: White 
Tale Deer
Top 3: 
Classification
mule deer 
0.62270
white tailed 
deer 0.3751
coyote 
0.0005578

Label: White Tail 
Deer
bobcat 0.5680608
white tailed deer 
0.3562632
gray fox 
0.046345647

Label: Mule Deer
white tailed deer 
0.75579
mule deer 
0.23304494
bobcat 
0.005833398

The images were collected on the Barry M. Goldwater Air Force Range (BMGR) in 
Arizona. Provided as a courtesy to CS 510 to demonstrate proof of concept.



Recognition Accuracy Example
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From 
students 
Brandon 
Gildemaster
and Yan 
Wang



So What About Jobs
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Software Engineer 262,000
Computer Vision 47,000
Machine Learning 46,000
Cybersecurity 25,000
Bioinformatics 3,000
Computer Graphics 3,000
Natural Language Processing 1,000
High Performance Computing 989

Quick informal survey of LinkedIn on December 10 2019

CS410 – A Good Word: Much CS 410 is designed to train skills that feed 
directly into Computer Vision. We even published a paper on this design. 


