Learning theory and the VC dimension

Chapters 1-2



Computational learning theory

What can we prove about the relationship between E;, and E_;



The bin model

Consider a bin with green and
red marbles where the BIN

probability of picking a red
marble is an unknown 50000005 | TP
parameter p. m

0000000000

v = fraction of red
marbles in sample

Pick a sample of N marbles to
estimate it.

The fraction of red marbles ~ \ ceseae: RO
. h le: @ = probability to
In The sampie. v pick a red marble

What can we say about p after observing the data?



The bin model

BIN

SAMPLE
0000000000

v = fraction of red
marbles in sample

@ = probability to
pick a red marble

nwand v could be far off, but that's not likely.



Hoeffding's inequality

In a big sample produced in an i.i.d. fashion pand v are close
with high probability:

Plly—pu| >e] <2e 2N

In other words, the statement p= v is probably approximately
correct (PAC)



Hoeffding's inequality

In a big sample produced in an i.i.d. fashion pand v are close
with high probability:

Plly—pu| >e] <2e 2N

Example: pick a sample of size N=1000.
99% of the time 1 and v are within 0.05 of each other.

In other words, if I claim that u & [v - 0.05, v + 0.05], I will be
right 99% of the time.



Hoeffding's inequality

In a big sample produced in an i.i.d. fashion pand v are close
with high probability:

Plly—pu| >e] <2e 2N

Comments:

« The bound does not depend on p

< As N grows, our level of certainty increases.

< The more you want to get close, the larger N needs to be.



Income

Connection to learning
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green data: h(x,) = f(x,)
red data: h(x,) # f(x,)

FEin(h) = fraction of red data
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Connection to learning

Both wand v depend on the
chosen hypothesis ® /(x)Ff(x)
v represents E;, ® h(x)=f(x)

urepresents E

The Hoeffding inequality
becomes:

P| |Ein(h) — Eoi(h)] > €] < 2e—26°N




Connection to learning

Both nand v depend on the
chosen hypothesis

v represents E,,
urepresents E, .

The Hoeffding inequality
becomes:

P[|E.(h) — Eow(h)| > €] < 2e72¢N

Ei(h)
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Are we done?
Not quite:
The hypothesis h was fixed.

In real learning we have a hypothesis
set in which we search for one with
low E,,

E.(h)

1



Generalizing the bin model
Our hypothesis is chosen from a finite hypothesis set:
h, h, hy,

Eout( h] ) Eout( hz)

Eou(hy,)
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¥
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Ein(h]) Ein(hz) Ein(hM)

Hoeffding's inequality no longer holds
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Let's play with some coins

Everybody who has a coin:
Toss your coin 5 times.
Report the number of heads.

What's the smallest number of heads obtained?
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Let's play with coins

Question: if you toss a fair coin 10 times what's the probability
of getting heads O times?

0.1%

Question: if you toss a 1000 fair coins 10 times each, what's
the probability that some coin will lands heads O times?

63%
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Do jelly beans cause acne?

JELLY BEANS WE FOUND NO THAT SETILES THAT.
SCIENTISTS! JELLY BEANS AND A CERTAN cgwrz
INVESTIGATE! ANNE (P > 0.05). THAT CAUSES [T

BUT WeRE .
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https://xkcd.com/882/
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Do jelly beans cause acne?

WE. FOUND NO WE. FOUND NO WE. FOUND NO WE. FOUND NO WE. FOUND NO
LINK BETWEEN LINK BETWEEN LINK BETWEEN LINK BETWEEN LINK BETWEEN
PURPLE JELLY BROWN JELLY PINK JELLY BWE Jely TEAL JELLY
Bemsmom Bsmsmoams esmsmoams eemsmo:m: aemsmomz

p>oos) P>Oos) p>oos) p>oos) p>oos)

WE. FOUND NO WE FOUND NO WE. FOUND NO WE. FOUND NO WE. FOUND NO
LINK BETWEEN LINK BETWEEN LINK BETWEEN LINK BETWEEN LINK BETWEEN
SALMON JELLY RED JeLY TURGUOISE JELLY | | MAGENTA JELLY YELLOW JELLY
BEANS AND ANE BEANS AND ACNE BEANS AND ANE BEANS AND ACNE BEANS AND ACNE
(P>0.05) (P>0.05). (P>0.05) (P>0.05) (P>0.05).
o8 |9 |08 | @8 || ©

WE FOUND NO WE FOUND NO WE FOUND NO WE FOUND A WE FOUND NO

LINK BETWEEN LINK BETWEEN LINK BETWEEN LINK BETWEEN LINK BETWEEN

GREY JELLY TAN JELY AN JELy GREEN JeL MAVE JELY

BEANS AND ANNE BEANS AND ACNE BEANS AND ACNE BEANS AND ANNE BEANS AND ACNE

(P>0.05). (P>0.05). (P>005). (p< 005) (P>0.05).

/ / / 1/604/ /

https://xkcd.com/882/
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Do jelly beans cause acne?

WE FOUNDNO WE FOUNDNO WE FOUND NO WE FOUNDNO WE FOUNDNO
LINK BETWEEN LINK BETWEEN LINK BETWEEN LINK BETWEEN LINK BETWEEN
PURPLE JELLY BROWN JELLY PINK JELLY BWE JEuy TEAL JELLY
BEANS AND ANE BEANS ANDANNE | | BEANS AND ACNE BEANS AND ACNE BEANS AND ACNE
(P>0.05). (P>0.05), (P>0.05). (P>0.05). (P>0.05).

Te | oa | oa | O || ©
WE FOUNDNO WE FOUND NO WE FOUNDNO WE. FOUND NO WE. FOUND NO
LINK BETWEEN LINK GETWEEN LINK BETWEEN LINK BETWEEN LINK BETWEEN
SALMON JELLY RED Jeuy TURGUOISE JELLY YELLOW JELLY
BEANS AND ACNE BEANS AND ACNE BEANS AND ACNE BEANS AND ACNE
(P>0.05). (P>0.05). (P>005). (P>0.05).

/ / / /

WE FOUND NO WE FOUNDNO WE FOUND NO WE FOUND NO

LINK BETWEEN LINK GETWEEN LINK BETWEEN LINK BETWEEN

GREY JELY TAN JELY CvaN JELLY MAUVE JELLY

BEANS PND ANE BEANS AND ACNE BEANS AND ACNE BEANS AND ACNE

(P>0.05). (P>0.05). (P>005). (P>0.05).

/ / / /

https://xkcd.com/882/
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Addressing the multiple hypotheses issue

The solution is simple:

P [Ein(g) — Eow(g)| > €] < P[ [Ein(h1) — Eouwe(hn)| > €
or |Ei,(ho) — Eoy(ho)| > €

or |E;,(hyr) — Eowt(har)| > €]

M
Union Bound
P[A or B] = P[AU B] < P[A] + P[B]. < Z P(|Ein(hm) — Eow(hm)| > €
m=1
M
< 26—262]\7
m=1

2
And the final result: P[‘Ein(g) — Eout(g)| > 6] < IN[e 26N
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Implications of the Hoeffding bound

Lemma: with probability at least 1-

R

< E. —
Eout(Q) = Em(g) + \/2N 1Og 5

Implication:  If N > In|H/|, then Eow(g) = Ew(g).

If we also manage to obtain E;,(g) # O then E,(g) # O.

out-of-sample error

The tradeoff:
Small |[H| > E,, ® E,
Large |H| > E, %0

model complexity

Error

|
|
|
|
|
|
l
H|* [H|
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Implications of the Hoeffding bound

P[|Ewn(g) — Eou(g)|l > €] < 2|H|e 2N, for any € > 0.

P[|Ewn(g) — Eou(g)| < €] > 1—2|H|e™>N,  for any € > 0.

Lemma: with probability at least 1-8

1 oA

< K — :
Eout(Q) — Em(g) + \/2N 1Og 5

Proof:
Choose § = 2|3|e2N

Then P[|Ew(9) — Eowl(g)| <€) >1—-46. i.e., with probability at least 1-8

1Ein(9) — Eou(9)l <€ and solving for epsilon, «= \/2;[ log 2|;{|,
our result is obtained.
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Are we done?

Lemma: with probability at least 1-8

R

< E. —
Eout(Q) = Em(Q) + \/2N log 5

Implication:  If N > In|H/|, then Eow(g) = Ew(g).

This does not apply to even a simple classifier such as the
perceptron.
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