Learning theory and the VC dimension
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Projects

What you need to prepare:
+ Poster (on-campus section) or online presentation
(online students)

+ Final report

Poster session: during the last class session
Online presentation: use the youSeeU tool in Canvas
Final report due the Tuesday of finals week.

Final report

Structure:

+ Abstract

+ Introduction

+ Methods

+ Results and Discussion
+ Conclusions

+ References

References

Your references should not look like this:
References

[1] Wikipedia,
https://en.wikipedia.org/wiki/Multilayer,erceptron
Better fo cite an original article:

Rumelhart, David E.; Hinton, Geoffrey E., Williams, Ronald J. (8
October 1986). "Learning representations by back-propagating
errors". Nature 323 (6088): 533-536.

If you must cite wikipedia:

Multi-layer perceptron. (n.d.). In Wikipedia. Retrieved
November 17, 2016, from https://en.wikipedia.org/wiki/
Multilayer_perceptron
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GOstruct 2.0:

Automated Protein Function Prediction for Annotated Proteins

INTRODUCT! NOVEL ANNOTATIONS ARE HARD
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CONCLUSIONS

Computational learning theory

What can we prove about the relationship between E;,
and E,;?

The

Consider a bin with green and
red marbles where the
probability of picking a red
marble is an unknown
parameter p.

Pick a sample of N marbles to
estimate it.

The fraction of red marbles
in the sample: v

bin model

BIN

AAAAA A A

SAMPLE
0000000000

v = fraction of red
o0 o | marbles in sample
AAAAAAAAAA A,

= probability to
pick a red marble

What can we say about p after observing the data?

The bin model

BIN

SAMPLE
0000000000

|Secceces |

v = fraction of red
‘v‘#ﬁ‘v*‘v’v‘vv‘f) marbles in sample
(99095000004

© = probability to
pick a red marble

pand v could be far off, but that's not likely.
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Hoeffding's inequality

In a big sample produced in an i.i.d. fashion pand v are close
with high probability:

Pllv—p| > €] < 2e2N

In other words, the statement = v is probably approximately
correct (PAC)

Hoeffding's inequality

In a big sample produced in an i.i.d. fashion pand v are close
with high probability:

Pllv— p| > €] < 2e2N

Example: pick a sample of size N=1000.
99% of the time p and v are within 0.05 of each other.

In other words, if I claim that p € [v - 0.05, v + 0.05], I will be
right 99% of the time.

Hoeffding's inequality

In a big sample produced in an i.i.d. fashion pand v are close
with high probability:

Pllv—p| > €] < 2e72N

Comments:

+ The bound does not depend on

+ As N grows, our level of certainty increases.

+ The more you want fo get close, the larger N needs fo be.

Connection to learning
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Connection to learning

Both pand v depend on the
chosen hypothesis

v represents E;,
nrepresents E,

® A(x)%f(x)
® h(x)=f(x)

The Hoeffding inequality
becomes:

P[|En(h) — Esn(h)] > €] < 2e72N

Connection to learning

Both uand v depend on the
chosen hypothesis

vrepresents E;,
urepresents E,;

The Hoeffding inequality
becomes:

P[|En(h) — Ean(h)| > €] < 2e72N

YT YYY Y T
E.(h)

Are we done?

Not quite: E..(h)

The hypothesis h was fixed.

In real learning we have a hypothesis
set in which we search for one with
low E;,

XYY YTy
E.(h)

Generalizing the bin model

Our hypothesis is chosen from a finite hypothesis set:
h, h, hy,

Eouh)

Eou(hy)

Eoul(hy,)

Ei(h) Eii(h,) Ei(hy,)

Hoeffding's inequality no longer holds
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Let's play with coins

A group of students each has a coin, and is asked to do
the following:

+ Toss your coin 5 times.
+ Report the number of heads.

What's the smallest number of heads obtained?

Let's play with coins

Question: if you toss a fair coin 10 times what's the
probability of getting heads O times?

0.001

Question: if you toss 1000 fair coins 10 times each,
what's the probability that some coin will lands heads O
times?

0.63

Do jelly beans cause acne?

JELLY BEANS WE FOONONO | | THAT Semes THAT:

CAUSE. ACNE! LINK GETWEEN HEAR IT:
SCIENTISTS) JELLY BEANS AND f\cé“é?ni&:%é
INVESTIGATE! ANE (P > 0.05). THAT CAUSES IT.

Bur

BUT WeRE |
oo FINE. ( MInNECRAFT!
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s b aive

https://xkcd.com/882/ 4

Do jelly beans cause acne?

VE FOUNDNO VE FOUNONO | | WE FOUNDNO WE FOUNDNO WE FOUNDNO
LINK GETEEN LNK BEWEEN | | LINK BEIVEEN LINK GEVEEN LINK GETEEN
PURPLE TELY BROWN JELY | | ik JELLY BLE JEuy TEAL JELLY

(P>0.05), (P>0.05). (P>0.05). (P>0.05), (P>0.05).
/ / / ’ /

WE FOUNDNO WE FONDNO VE FONONO WE FONDNO WE FOUNDNO

LINK BEWEEN LINK GEIWEEN LINK GEIWEEN LINK BEWEEN LINK GETWEEN

ReD Jewy MAGENTA JELLY YELLOW JEwy

(P>0.05). (P>005). (P>005). (P>0.05). (P>0.05).
/ / / / /
WEFONONO | [ WEROONDNO | | WE FOWNONO [ | WE FouND A WE FONDNO
UNKGEVEEN | [ UNKGEMEEN | | UNKGEREEN || UNKBEREEN | | UNKGEREEN
GREY TEUY TAN JEuy CAN FEuy GREEN Jeuy AUVE Jeuy
(P>005). (P>005), (P>0.05). (P<0.05), (P>005).
/ / / /

®%) %R
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Do jelly beans cause acne?

VE FONDNO vERNONO | | v rovono | | wE roovono | | WE rounono

LINK GEREEN UNKGEMEEN | | UNKGEWEEN | | LINKGEREEN | | LNK GEWEEN

RURPLE JeLY BROWN JELY | | i JELty BLE TEuy TEAL JELY

(P>005). (P>005). (p>oo;) (p)oos) (p>cos)
/ /

RRIB R T

WE FONONO WE FONDNO UERJWVNO UERIMUNO

LNKGEVEEN | | LNK GEEEN o
SALYON Jeuy | | ReD JEwr Roooue v || Hacou Ty | | SEliow e
(P>005). (P>oos) (P>005), (P>0.05). (p>oos)
/ / /
WE FONONO VE RoNoNo [l WE Foono A WE FOONDNO
LINK GEMEEN uunmuem LekaEReEn || UBEVEEN | | Lk GEREEN
GReY e N Y GREEN JEly PAOVE JEUY
(P>0.05). (P>0.05). (P>oos) (P<0.05), (P>oas)
/ /

BIRIBR[ER
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Addressing the multiple hypotheses issue

The solution is simple:

A

P[|En(9) = Ban(9)l > €] < Bl |Bn(n) = Bu(hn)] > €
or |Eiy(ha) — Eoun(he)| > €

Union Bound
P[A or B] = P[AU B] < P[4] + P[B].

or |Ein(h1\1) - Eout(hl\/l)‘ > € ]

M
ZPHE\H(hm) - Eout(hm)‘ > 6]
m=1

IN

IA

M
§ 26—262N
m=1

And the final result:  P[|Bin(9) — Eou(g)] > €] < 2Me™?

Implications of the Hoeffding bound

P[|Ewn(g) — Eou(g)| > €] < 2|H|e 2N, for any € > 0.

P[|Ewn(g) — Eon(g9)| < €] > 1—2[H[e 2N, for any € > 0.

Lemma: with probability at least 1-3

Proof:
Choose § — 2|p[e2N

Then P[|Ew(9) — Eout(9)| <] >1-6. i.e., with probability at least 1-3

[En(9) = Eou(9)l <€ and solving for epsilon, = L el

2N 5
our result is obtained.

Implications of the Hoeffding bound

Lemma: with probability at least 1-3

Implication:  If N >> In|H|, then Eoy(g) = Eu(g).

If we also manage to obtain E;,(g) # O then E,(g) # 0.

out-of-sample error

The tradeoff:
+ Small [H| > E;, ~ Eyy
. Large |H| > E, =0

mode l c
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Are we done?

Lemma: with probability at least 1-3

Implication:  If N > In|H|, then Eou(g) = Ein(g).

This does not apply to even a simple classifier such as the
perceptron: we do NOT have a finite hypothesis space.
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