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Abstract
Recognition difficulty is statistically linked to

���
subject co-

variate factors such as age and gender for three face recog-
nition algorithms: principle components analysis, an inter-
personal image difference classifier, and an elastic bunch
graph matching algorithm. The covariates assess race, gen-
der, age, glasses use, facial hair, bangs, mouth state, com-
plexion, state of eyes, makeup use, and facial expression.
We use two statistical models. First, an ANOVA relates co-
variates to normalized similarity scores. Second, logistic
regression relates subject covariates to probability of rank
one recognition. These models have strong explanatory
power as measured by ��� and deviance reduction, while
providing complementary and corroborative results. Some
factors, like changes to the eye status, affect all algorithms
similarly. Other factors, such as race, affect different al-
gorithms differently. Tabular and graphical summaries of
results provide a wealth of empirical evidence. Plausible
explanations of many results can be motivated from knowl-
edge of the algorithms. Other results are surprising and
suggest a need for further study.

1 Introduction
Many algorithms have been proposed for human face recog-
nition [19, 4, 20], spawning a new industry [15]. Scien-
tists working with these systems know that some people are
harder to recognize than are others. Surprisingly, however,
few studies have been published looking at what attributes
make a subject easier or harder to recognize for even a sin-
gle class of face recognition algorithm.

This paper examines how subject factors affect recogni-
tion difficulty for three well known algorithms. The first is
a principal components (PCA) algorithm [18]. The second
is an interpersonal image difference classifier (IIDC) [10].�

The work was funded in part by the Defense Advanced Research
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The third, an elastic bunch graph matching (EBGM) algo-
rithm, uses localized landmarks and Gabor jets [13]. The
PCA algorithm is chosen because it is a de facto standard.
The IIDC and EBGM algorithms performed well in the
original FERET evaluations [14] and represent qualitatively
distinct alternatives to PCA.

Our study uses �	� ��
�

images from the FERET data

set [14, 5]: two images for each of
� ������ human subjects.

This includes most of the FERET subjects. Earlier studies
included more images and subjects, but doing so imbalances
the number of image pairs per subject. It also introduces
image pairs taken on different days and such temporal sep-
aration is understood to make recognition more difficult.

The covariates in our study measure race, gender, age,
glasses use, facial hair, bangs, mouth state, skin complex-
ion, state of eyes, makeup use, and facial expression. These
covariates were not collected with the FERET data, so it
was necessary for us to reconstruct them from visual in-
spection of the images.

Two statistical models are used in this study. The first is
an ANOVA relating covariates to normalized pairwise im-
age distance scores. Inferences from this model are based
on the belief that subjects are more easily recognized when
the distance between the two images of a subject is small.
Obviously this is a heuristic, since the top ranked choice of
a nearest neighbor classifier depends on how other images
distribute themselves in the immediate vicinity of the image
being tested. Our results below suggest that this heuristic is
generally sound, though not perfect.

The second model is a generalized linear model that uses
logistic regression to relate subject covariates to probability
of rank one recognition. For each subject and each image
of that subject, a gallery of

� ������� images is sorted by in-
creasing distance (decreasing similarity) to the probe im-
age. Ideally the first image in the sorted gallery is of the
same subject as the probe image. When this is true, a near-
est neighbor classifier recognizes this subject “at rank one”.
If an algorithm has trouble recognizing a subject, then the
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matching image will be found at some inferior position in
the sorted gallery.

The advantage of using logistic regression is that the
probability of rank one recognition relates directly to recog-
nition rate, and recognition rate is a nearly universal perfor-
mance measure for face recognition algorithms. One dis-
advantage arises because all three of the algorithms studied
here recognize most subjects correctly. Thus, only a lim-
ited portion of our data is directly informative about rank
one recognition failure. In contrast, all subjects contribute
similarity scores to the linear model which are (in a rough
sense) equally informative.

Both analyses have value. Where the results agree, con-
clusions are even more convincing; disagreements highlight
interesting cases where image distance is not directly linked
to rank one recognition performance. An important strength
of both models is their multivariate nature. This allows for
the interpretation of subject factors to be controlled for other
covariates, thereby eliminating the variable confounding or
surrogacy that invalidates simpler one-way analyses that ex-
amine the effect of a single covariate in isolation.

The major conclusions of this study are summarized in
Figures 1 and 2, and Tables 1 and 2. We find that older
subjects and non-Caucasian subjects are easier to recognize,
regardless of the algorithm. Subjects with their eyes closed
are easier to recognize for PCA and IIDC, but harder for
EBGM. We believe this is the first example of a large, con-
trolled study showing a clear algorithm-covariate interac-
tion. Moreover, this result is plausible: EBGM uses eyes as
landmarks, and it may not be able to localize them as well
when the eyes are closed. Other results confirm common
sense: subjects who change across the pair of images, for
example by altering their expression or opening or closing
their eyes, are harder to recognize than subjects who are
more consistent.

2 The Subject Covariates
Below is a list of the covariate factors and their levels. For
each factor, one level was designated as a baseline, indi-
cated with an asterisk in the list below. These covariates
were assigned by hand by a single person viewing the im-
ages. Thus the ratings have a subjective component, but
they do not introduce inter-viewer variability. Gender, skin,
glasses, and bangs were easy for our viewer to judge. Race,
facial hair, expression, mouth and eyes were somewhat
harder, although the viewer was still confident in his judge-
ments. Age and makeup were reported to be difficult to
estimate. When the evidence for a factor was inconclusive,
the default value was selected.

Age, Race, Gender, and Skin ratings were constrained to
remain constant within each same-subject image pair; the
other covariate ratings could differ between the two images

of a subject. No subjects among the 1,072 we examined
changed their use of glasses between images.

Age � Young � and Old � . Old was assigned to subjects
judged to be at least 40.

Race � White � , African-American, Asian, Other � . The
“Other” category was used for Arab, Indian, Hispanic,
mixed race, and any subject that did not fit into the
other three categories.

Gender � Male � , Female � . Self-explanatory.
Skin � Clear � , Other � . The Other category included wrin-

kles, freckles, etc.
Glasses � Yes, No ��� . Self-explanatory.
Facial Hair � Yes, No ��� . There were many men who had

thin beards or were not clean shaven. Any visible fa-
cial hair triggered a Yes rating.

Makeup � Yes, No ��� . A Yes was only assigned if it was
obvious that a subject was wearing makeup. The most
obvious feature to look for was the shade of the lips,
however the eyes and general appearance also influ-
enced the decision.

Bangs � Yes, No � � . Bangs was set to Yes if the subject’s
hair was visible in the masked/normalized image. This
included hair that came down over the forehead and
hair that sometimes covered the sides of the face. In
some cases hair was barely visible around the edge of
the image; these cases were assigned No.

Expression � Neutral � , Other � . Neutral referred to a nat-
ural, relaxed face. The other category were mostly
smiles, but included all non-neutral expressions.

Mouth � Closed � , Other � . Closed was typically associ-
ated with a relaxed, neutral expression. Subjects with
mostly neutral expression with their mouth open they
were assigned Other, as were subjects with visible
teeth or smiles, indescribable expressions, and closed
mouth smiles.

Eyes � Open � , Not Open � . Open eyes were associated with
relaxed open eyelids, with the person staring directly
into the camera. Not Open states included closed eye-
lids and eyes that were half open, that looked some-
where other than directly at the camera, or that in some
other way did not appear relaxed.

3. Algorithms
The PCA algorithm is based on Turk and Pentland’s original
algorithm [18], with one twist. The similarity measure is the
cosine of the angle between two images after they have been
projected into the whitened PCA subspace. To be more spe-
cific, each dimension of subspace is scaled by the inverse of
its sample standard deviation. This is a whitening transfor-
mation, since it gives the training data unit sample variance
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in all directions. This whitened cosine measure is a refine-
ment of one proposed by Moon and Phillips in the original
FERET study [11]. PCA using this measure is competitive
with both IIDC and EBGM on the FERET data [1].

The IIDC is based on an algorithm developed by
Moghaddam and Pentland[9]. A detailed description of our
implementation appears in [17]. The algorithm uses PCA to
generate a parametric characterization of two spaces. The
first is the space of intrapersonal image differences, i.e. dif-
ferences between same-subject image pairs. The second is
the space of interpersonal images, or differences between
images of different people. These two classes of image dif-
ferences are assumed to be Gaussian. Two variants of the
algorithm employ a maximum a posteriori (MAP) or maxi-
mum likelihood (ML) classifier. Experiments suggests there
is little difference between the two on the FERET data, so
ML is used here.

The EBGM algorithm is based on an approach from
University of Southern California[13]. The algorithm lo-
cates ��� landmarks per image, including the eyes, nose, and
mouth. These landmarks are located based on templates
extracted by hand from model images. Our implementa-
tion uses ��� such templates for each landmark, drawn from��� hand chosen images. Gabor jets are extracted at each
landmark and used to form face graphs; the algorithm mea-
sures similarity between face graphs by comparing the cor-
responding Gabor jets. A detailed description of our imple-
mentation may be found in [2].

These threee algorithms are qualitatively different, mak-
ing comparisons between them interesting. PCA is arguably
the simplest, being a nearest neighbor classifier in a sub-
space explicitly based on the variance in the training data.
IIDC is a parametric algorithm that operates on image dif-
ferences rather than images. Finally, EBGM is a localized
method using distinct facial landmarks. It therefore empha-
sizes some face regions over others by design.

3.1 Image Normalization

Our work on FERET has made us acutely aware of how im-
portant image normalization is to recognition performance.
The imagery in this study has been subjected to the same
preprocessing as used by NIST in the original FERET study.
First, faces are translated to the center of the image based on
hand-selected eye coordinates. Next the image is cropped
using an elliptical mask such that only the face from fore-
head to chin and cheek to cheek is visible. Histogram equal-
ization is applied to the unmasked region of the image, and
finally pixel values are scaled to have a mean of zero and a
standard deviation of one.

3.2 Training

EBGM has no training phase, beyond the person who
hand picks the landmark templates. Both PCA and IIDC
use training data to automatically construct subspaces for
recognition. Ideally, we would train and test these algo-
rithms on different image sets. Unfortunately, only two im-
ages are available for most FERET subjects, and there are
insufficient data to support disjoint training and test sets.
Consequently, PCA and IIDC are trained on the complete
set of 2,144 images. This is the best choice given the lim-
its of the FERET data, in that it removes concerns that ob-
served effects might be due to training inequities.

3.3 Data Coding

All three algorithms are run on 2,144 images, generating
three 2,144 by 2,144 similarity matrices. The images are
partitioned into two sets: the first image of each subject and
the second image of each subject. Which image is first is
arbitrary, but the partition plays an important role in com-
puting recognition rank. For each subject, the first image is
treated as a probe image, and the second images is treated
as part of the gallery1. The gallery is sorted by decreasing
similarity relative to the probe image, and the position, i.e.
rank, of the second image of the probe subject is recorded.
This is the recognition rank for the probe image. This pro-
cess is repeated reversing the role of probe and gallery im-
ages. Thus, each subject generates two observations in our
dataset: one where the first image is the probe, and one
where the second image is the probe. The resulting pairs of
recognition ranks are used by the generalized linear model.

There are two response variables for each observation:
recognition rank and normalized similarity score. For the
algorithms studied here, the similarity scores are symmet-
ric, and therefore identical for a given subject. However,
the normalization of similarity scores is probe specific, cre-
ating asymmetric normalized similarity scores.

To normalize similarity scores, all 1,072 similarity
scores between the probe image and gallery images (only
one of which matches the probe) are pooled. Normalized
similarity scores are calculated by substracting the sample
mean similarity score, and dividing the result by the sample
standard deviation. This operation gives the 1,072 scores
for a probe image a sample mean of zero and a sample vari-
ance of one. Since all three algorithms recognize most sub-
jects successfully at rank one, normalized similarity scores
between a probe and the matching image of the same sub-
ject usually exceed 3.

Normalization places similarity scores from different al-
gorithms on a common footing. The process is imperfect,

1The use of the terms probe, probe set and gallery here are the same as
in the original FERET evaluation.
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however. The mean normalized scores (across all probes)
between a probe and its match were 7.39, 3.24, and 4.50,
for PCA, IIDC, and EBGM, respectively, and the standard
deviations were 2.62, 1.11, and 1.33. We easily equilibrate
the absolute levels of normalized similarity scores across al-
gorithms in our modeling framework. Interpretation of our
models is complicated (but not invalidated) by the differing
standard deviations. Overall, normalization is useful and, to
a first order, allow scores to be compared.

Each response is associated with a probe image and a
gallery image, and these images may differ with respect to
the facial hair, makeup, bangs, expression, mouth, and eyes
factors. We coded three predictors for each factor, indicat-
ing that (i) both images have the baseline level, (ii) both
images have the non-baseline level, or (iii) one baseline im-
age and one non-baseline image is in the pair. Coding (i) is
treated as the baseline level of each predictor.

4 Analysis and Results

4.1 Linear and Generalized Linear Models
Most readers will already be familiar with the linear model-
ing framework; ANOVA is reviewed in [12]. Here we will
introduce generalized linear models [8]. Let � be a random
variable representing a response, i.e. a quantity measured
to evaluate the performance of a single attempt by a single
algorithm faced with a single recognition task.

Let � denote a vector of independent variables with
which we hope to predict the response. Here these are the
subject covariates. The covariate factors are categorical pre-
dictors and they contribute vectors of binary indicator vari-
ables to � in the usual ANOVA fashion [12].

An experiment generally consists of � trials, resulting
in a dataset of observations ��� ��!��#"$!&%&�('�'('(���)��*+�",*-%.� . We
write the / components of the the 0 th predictor vector as�21�34� �51)6 !��('�'('(���21 6 7�% and use upper case to denote ran-
dom variables and lower case to denote observed values.

A generalized linear model consists of three parts: a link
function, a linear predictor, and a distributional model. The
link function, 8 , is a possibly nonlinear, monotonic real-
valued function of 9$:�;< =>; , the conditional mean of the re-
sponse given the predictors for the 0 th subject. It links the
conditional mean to the / predictors in � according to

8@? 9A: ; < = ;CB 3D" 1 E 3DF-GIHJF !LKM1 6 ! HDN�N(N�HOF 7�KP1)6 7 (1)

The right side of (1) is called the linear predictor. The vec-
tor of parameters E plays a role analogous to ordinary lin-
ear regression parameters: each F-Q describes the magnitude
and direction of relationship between 8R?S9A: ; < = ;CB and the T th
predictor variable. The conditional distribution of �U1 given� 1 is assumed to be � 1WV � 1YX[Z ? �+\#9A: ; < = ;CB . The � 1 are
conditionally independent.

The simplest generalized linear model takes 8U� ]�%23^]
and Z ? �+\#9A:�;C< =_; B 3 N ? �+\#9A:�;C< =_;.�`U� B , where N �SaM�.bL��% is
the normal density with mean a and variance b(� . In this
case the generalized linear model reduces to the ordinary
multiple linear regression model, or ANOVA, for regress-
ing � on � . The linear model here uses normalized image
distance for Y. Distance is simply the negation of the nor-
malized similarity score

Another form of generalized linear model arises from
assuming that � is a binary random variable. The well-
known logistic regression model [7] is established by us-
ing Z ?S�+\#9A: ; < = ;CB 3 Bern ?S�+\#9A: ; < = ;B , where Bern � �P\cA%Y3c,d	� �fe cA% !Lg d (with �ihjckh �

) is the Bernoulli distri-
bution2. This assumption is paired with the canonical link8+�S]�%l3 logit � ]�%>3nmpo�qY� ]	r	� �Ie ]�%#% .

We use this form of generalized linear model to estimate
the probability of rank one recognition as predicted by the
subject covariates � . For the 0 th probe, �U1_3 �

if and only
if that probe is recognized at rank one. Otherwise �U1s3� . The probability of rank one recognition is essentially
synonymous with the expected recognition rate.

4.2 Results
The ANOVA results are summarized in Figure 1. For each
algorithm, the bars indicate the change in normalized dis-
tance associated with the indicated predictor level, relative
to the normalized distance associated with that algorithm
when all predictors are at baseline levels. Thus, the fig-
ure compares algorithm-specific effects of each predictor,
controlling for all other predictors. A diamond indicates a
deviation from zero that is statistically significant.

To illustrate how one interprets an effect in Figure 1,
consider the fourth predictor down: Eyes Not Open. This
indicates the eyes factor being Not Open for both images.
Relative to the baseline of having eyes open in both im-
ages, EBGM finds subjects with eyes Not Open in both im-
ages harder to recognize, but not significantly so. The lin-
ear model predicts an increase in normalized distance be-
tween a pair of images of the same subject of about �t' u��
( 3 � ' v�w ex� ' y�y from Table 1) for EBGM when eyes are
Not Open. In contrast, the PCA algorithm sees a statisti-
cally significant drop in normalized distance of about

� ' y�y
when eyes are Not Open in both images. Some effects are
more universal: the third predictor down in Figure 1 shows
that changing eye state from one image to another makes
recognition harder for all algorithms.

Details of the ANOVA are shown in Table 1. The model
is parameterized with treatment contrasts [3], which means
that every parameter shown represents the deviation from
the fit for PCA for young white clear-skinned males hav-

2There is another simple way to write this model that employs the Bi-
nomial distribution; see the references.
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EBGM
IIDC
PCA

HARDER EASIER

Figure 1: Summary of effects for the linear model.

ing all other covariates at baseline in both images. Thus,
the p-values here test comparisons against PCA at baseline,
whereas the significance diamonds in Figure 1 test within-
algorithm effects. For example, consider the effects labeled
Asian, IIDC:Asian, and EBGM:Asian. The estimated ef-
fect for Asian (-0.64) indicates that PCA distances are sig-
nificantly decreased (p z{�t' ����� �

), which confirms the blue
bar in Figure 1. The EBGM:Asian effect (0.90) shows
that EBGM distances for Asians are significantly increased
(p z|�t' ����� �

) compared to the Asian effect for PCA. The
IIDC:Asian effect shows that Asian does not significantly
increase IIDC distances compared to PCA, although Fig-
ure 1 shows that Asians are significantly easier for IIDC
than Whites.

The multiple �}� for the ANOVA model is 0.657, and the
partial �}� for all the covariate predictors and interactions,
given algorithm, is �-' u 
�


. In other words, after adjusting
for algorithm, subject covariates and their interactions with
algorithm account for u 
 ' 
 % of the remaining variation in
normalized distances.

The results for the generalized linear model are summa-
rized in Table 2. An informal, iterative model search was
used to arrive at the general linear model presented here.

This model was arrived at after fitting the full model with all
possible factors and two-way interactions, and then deleting
terms based upon the the standard chi-squared (likelihood
ratio) test for changes in deviance. In some cases, inter-
actions could be deleted but main effects could not. We
did not allow deletion of main effects in the presence of re-
lated significant interactions. After sequentially deleting all
non-significant terms, deleted terms were individually re-
inserted in the model to test for significance. Additional
cycles of addition/deletion of terms led to the final model
given above. The (nonsequential) ~ Deviance entries indi-
cate the change in deviance that would result from delet-
ing these terms from the given model, and the p-value is
obtained from the corresponding chi-squared test. All in-
teractions and main effects not included in the table above
would have non-significant p-values if they were tested for
addition to the model given above.

The effects fitted in the generalized linear model are
shown in Figure 2, which uses the same organizational and
inferential structure as Table 1 except that the response is
now the estimated probability of rank one recognition and
the significance levels of individual bars are not shown. Fig-
ure 2 is organized so that predictors with significant algo-
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Figure 2: Summary of effects the generalized linear model.

rithm interactions appear at the top and those with no algo-
rithm interaction appear at the bottom.

To illustrate how to interpret Figure 2, consider the sec-
ond covariate down: Glasses. For PCA, the probability of
recognizing a subject with eyes Not Open in both images,
relative to the baseline of a subject with eyes Open in both
images, is about �-' ��� greater. In contrast, there is a drop in
expected probability of rank one recognition of about �t' ��u
for IIDC. So between PCA and IIDC, the difference is about�t' ��� , meaning that PCA will recognize � more subjects out
of

� ��� correctly at rank one when both algorithms are faced
with an Eyes Not Open image pair instead of Eyes Open.

There are only � (out of � �
possible) cases where the

linear and generalized linear models indicate significant and
opposite effects. These cases suggest something interesting
is going on relative to how images are locally distributed, in
that normalized similarity scores and rank one recognition
probability are not positively correlated.

Both the linear and generalized linear model indicate
many significant covariate effects and interactions between
algorithms and covariates. While there is a wealth of inter-
esting results, let us draw special attention to several:
Age: Older subjects are consistently easier to recognize.

Gender The linear model indicates women are harder to
recognize than men only for PCA (p 3��-' ��u�� 


). The other
two algorithms have no significant dependence upon gen-
der. For the generalized linear model, the story is more
complex. If either the algorithm gender interaction or the
main gender effect is removed separately, neither appears
significant. However, if both are taken together, both be-
come significant and EBGM appears to have more difficulty
recognizing women.

Gender as a covariate is of particular interest because
others have studied it using a simple data partition ap-
proach [16, 15]. In other words, they have divided their
test data into two sets, men and women, and noted higher
recognition rates for men. However, these studies do not
control for other covariates such as facial hair or makeup.
Glasses: The linear model suggests all algorithms bene-
fit from a subject wearing glasses: presumably the same
glasses. However, here we see a rare reversal between the
linear and generalized linear model for IIDC, where the
probability of rank one recognition drops by about �-' ��� n for
subjects wearing glasses vs. subjects not wearing glasses.
Indeed, for the generalized linear model, the only algorithm
to benefit from glasses is PCA.
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Table 1: ANOVA results for the linear model. ‘B’=‘both
images’, ‘O’=‘Other’, ‘Ch’=‘changes from one image to the
other’, and ‘:’ indicates an interaction.

Predictor Est. S.E. t p
Intercept -8.44 0.08 -107.76 �2��� �L�L���
IIDC 5.48 0.11 49.46 �2��� �L�L���
EBGM 3.54 0.11 31.98 �2��� �L�L���
Old -0.57 0.08 -7.09 �2��� �L�L���
Female 0.18 0.09 2.14 0.0324
Afr.-American -0.19 0.11 -1.76 0.0790
Asian -0.64 0.10 -6.43 �2��� �L�L���
O Race -0.07 0.12 -0.59 0.5534
O Skin -0.29 0.09 -3.08 0.0021
B Bangs -0.82 0.08 -9.74 �2��� �L�L���
Bangs Ch -1.08 0.19 -5.63 �2��� �L�L���
B O Expression 0.65 0.15 4.39 �2��� �L�L���
Expression Ch 1.63 0.08 19.94 �2��� �L�L���
B Eyes Not Open -1.66 0.32 -5.22 �2��� �L�L���
Eyes Ch 1.56 0.11 13.79 �2��� �L�L���
B Facial Hair 0.25 0.10 2.40 0.0164
Facial Hair Ch -0.75 0.32 -2.34 0.0191
B Glasses -2.43 0.13 -18.14 �2��� �L�L���
B Makeup -0.23 0.11 -2.02 0.0439
Makeup Ch 0.32 0.26 1.23 0.2179
B O Mouth 0.52 0.12 4.20 �2��� �L�L���
Mouth Ch 1.14 0.08 13.69 �2��� �L�L���
IIDC : Old 0.37 0.11 3.22 0.0013
EBGM : Old 0.27 0.11 2.39 0.0171
IIDC : Female -0.11 0.12 -0.92 0.3602
EBGM : Female -0.02 0.12 -0.19 0.8526
IIDC : Afr.-Amer. -0.28 0.15 -1.82 0.0693
EBGM : Afr. Amer. 0.20 0.15 1.29 0.1956
IIDC : Asian 0.15 0.14 1.09 0.2778
EBGM : Asian 0.90 0.14 6.36 �2��� �L�L���
IIDC : O Race -0.09 0.17 -0.53 0.5930
EBGM : O Race -0.13 0.17 -0.78 0.4339
IIDC : O Skin 0.28 0.13 2.14 0.0327
EBGM : O Skin 0.29 0.13 2.19 0.0286
IIDC : B Bangs -0.06 0.12 -0.50 0.6201
EBGM : B Bangs 0.53 0.12 4.47 �2��� �L�L���
IIDC : Bangs Ch 0.39 0.27 1.42 0.1557
EBGM : Bangs Ch 0.80 0.27 2.95 0.0032
IIDC : B O Expr. -0.76 0.21 -3.64 0.0003
EBGM : B O Expr. -0.67 0.21 -3.20 0.0014
IIDC : Expr. Ch -1.47 0.12 -12.72 �2��� �L�L���
EBGM : Expr. Ch -0.99 0.12 -8.58 �2��� �L�L���
IIDC : B O Eyes 1.60 0.45 3.55 0.0004
EBGM : B O Eyes 1.98 0.45 4.39 �2��� �L�L���
IIDC : Eyes Ch -1.16 0.16 -7.28 �2��� �L�L���
EBGM : Eyes Ch -0.59 0.16 -3.71 0.0002
IIDC : B Fac. Hair -0.13 0.15 -0.86 0.3889
EBGM : B Fac. Hair -0.53 0.15 -3.62 0.0003
IIDC : Fac. Hair Ch 0.60 0.45 1.33 0.1841
EBGM : Fac. Hair Ch 0.42 0.45 0.92 0.3593
IIDC : B Glasses 0.78 0.19 4.12 �2��� �L�L���
EBGM : B Glasses 0.56 0.19 2.95 0.0032
IIDC : B Makeup 0.31 0.16 1.92 0.0545
EBGM : B Makeup 0.32 0.16 2.04 0.0409
IIDC : Makeup Ch -0.03 0.37 -0.09 0.9294
EBGM : Makeup Ch -0.66 0.37 -1.79 0.0742
IIDC : B O Mouth -0.51 0.17 -2.90 0.0037
EBGM : B O Mouth -0.44 0.17 -2.54 0.0113
IIDC : Mouth Ch -1.02 0.12 -8.69 �2��� �L�L���
EBGM : Mouth Ch -0.76 0.12 -6.44 �2��� �L�L���

Table 2: Summary of generalized linear model results.
df ~ Deviance p

Intercept 1 Note 1
Algorithm 2 Note 2
Age 1 5.73 0.0167
Bangs 2 63.99 z��t' ����� �
Facial Hair 2 11.12 0.0039
Mouth 2 76.50 z��t' ����� �
Race & Alg. : Race 9 46.48 z��-' ����� �
Skin & Alg. : Skin 3 24.00 z��-' ����� �
Expr. & Alg. : Expr. 6 54.64 z��t' ����� �
Eyes & Alg. : Eyes 6 131.87 z��-' ����� �
Glasses & Alg. : Glasses 3 8.15 0.0430
Gender & Alg. : Gender 3 9.55 0.0228

Note 1 The null model deviance is �����L�L��� � on ���S�&�L� df. The model
using all terms given above has residual deviance of ���S�&�.��� � on���S�L�L� df—highly significant.

Note 2 The factor indicating algorithm has many significant interactions
in this model and is highly significant. In a table organized to show
subject covariate effects, an analogous test for algorithm would be
distracting.

Eyes Not Open: Subjects who have their eyes closed in
both images are, according to both models, easier to recog-
nize for PCA and harder for EBGM. A plausible explana-
tion is that PCA has no means of discounting or ignoring
strong variations associated with pupils and the whites of
the eyes. Consequently, subjects with closed eyes in both
images are more easily recognized. Conversely, EBGM is
a landmark algorithm that suffers when the eyes cannot be
reliably located.
Race: Race has a modest but statistically significant effect
for most algorithms, and not always the same effect for each
algorithm. There is a trend toward non-white subjects being
easier to recognize, but it is not universal across races and
algorithms. It is true for all non-white subjects using PCA,
and we’ve observed this same effect in prior studies.
Bangs and Facial Hair: There is a clear trend suggesting
bangs make recognition easier, and that having bangs or fa-
cial hair in one image and not another, makes recognition
easier. This is unexpected, given that bangs and facial hair
are sources of interpersonal variation. These results suggest
a need for further study.

An obvious hypothesis to discount many of our results
is that subjects with covariate factor levels that are under-
represented in the dataset will be easier to recognize due to
their relative uniqueness in the gallery. In earlier work with
these same data, we have specifically tested this hypothesis
with a series of carefully designed experiments that balance
representation of the factors in question [6]. In every case,
the hypothesis that modeled recognition impacts could be
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explained by data imbalance was soundly refuted.

5. Conclusion
We have presented two studies relating subject and im-
age covariates to the performance of face recognition al-
gorithms. One study uses an ANOVA to model the effects
of covariates on the similarity between two images of the
same subject. The second study uses a generalized linear
model to measure the effects of the same covariates on rank
one recognition rates. Both methods control for other co-
variates, thereby eliminating variable confounding or surro-
gacy. The generalized linear model has the advantage that
it directly predicts recognition rates, but the disadvantage
that only a limited portion of the data is directly informa-
tive about recognition failure (because of high recognition
rates). Roughly speaking, the ANOVA has the advantage
that it uses data more efficiently, but the disadvantage that
its response variable is imperfectly related to recognition
performance. Most of the time the two models agree, in-
creasing our confidence in their conclusions.

Both statistical models suggest that older subjects are
easier to recognize than younger subjects, regardless of
which face recognition algorithm is used. Subjects who
close their eyes are easier to recognize using PCA, but
harder to recognize with EBGM. Race also plays a part:
there is a general trend toward non-white subjects being eas-
ier to recognize than white subjects, but the trend is not uni-
versal across algorithms or other races. Occassionally the
ANOVA and generalized linear model disagree. For exam-
ple, the ANOVA suggests that all algorithms benefit from
having a subject wear (the same pair of) glasses in both im-
ages. According to the generalized linear model, however,
only PCA improves under these conditions. Further em-
pirical studies with more subjects, more replication, more
algorithms, more precise and varied codings of covariates,
and completely independent algorithm training will further
elucidate important subject factors that affect recognition.
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